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ABSTRACT

The Ocean Color Team at NOAA Center for Satellite Applications and Research (STAR) has developed the Multi-Sensor Level-1 to Level-2 (MSL12) software package for processing the Visible Infrared Imaging Radiometer Suite (VIIRS) ocean color (OC) Environmental Data Records (EDR or Level-2 data) from Sensor Data Records (SDR or Level-1B data). This document provides the Algorithm Theoretical Basis Document (ATBD) for the algorithms implemented in MSL12 for VIIRS ocean color data processing. The VIIRS ocean color processing algorithms include atmospheric correction algorithm and a suite of algorithms to generate ocean biological and biogeochemical products, such as chlorophyll-a (Chl-a) concentration, the diffuse attenuation coefficient at the wavelength of 490 nm ($K_d(490)$), and the diffuse attenuation coefficient at the domain associated with the photosynthetically available radiation (PAR) ($K_d(PAR)$). The main function of the atmospheric correction is to derive the normalized water-leaving radiance spectra $nL_w(\lambda)$ by removing the atmospheric and ocean surface effects from the satellite sensor-measured top-of-atmosphere (TOA) radiances. Since VIIRS has similar spectral bands as the Moderate Resolution Imaging Spectroradiometer (MODIS), both the near-infrared (NIR)- and shortwave infrared (SWIR)-based atmospheric correction algorithms, which have been developed and used for MODIS ocean color data processing, can be directly applied to VIIRS. In addition, there have been some significant algorithms improvements in MSL12 for VIIRS ocean color data processing. Some experimental ocean color products, such as inherent optical properties (IOPs), ocean color index (OCI)-based Chl-a concentration for oligotrophic waters, etc., have also been implemented in MSL12 for evaluation. VIIRS global ocean color products have been routinely produced using the MSL12 with the NIR- and SWIR-based ocean color data processing approaches. Data quality from VIIRS ocean color products are routinely monitored and validated using in situ measurements from the Marine Optical Buoy (MOBY) in waters off Hawaii, various AERONET-OC stations, and from dedicated VIIRS ocean color calibration and validation (Cal/Val) cruises, as well as from in situ data collected in various opportunities.

It is noted that this ATBD will be updated continuously as ocean color data processing algorithms will be improved continuously and new ocean color products will be added into the VIIRS ocean color data product suite as requested from users and scientific research community.
1. INTRODUCTION

Ocean color is the water hue (water-leaving radiance spectra) due to the presence of tiny plants and particles containing the pigment chlorophyll, sediments, and colored dissolved organic matter (CDOM). Ocean color satellite remote sensing was started with the Coastal Zone Color Scanner (CZCS) (Gordon et al., 1980; Hovis et al., 1980) as a proof-of-concept mission in which it demonstrated the feasibility of quantitative retrieval of ocean near-surface optical and biological data. After the CZCS mission, a number of follow-on satellite instruments that are capable of global ocean color measurements have been launched. Particularly, with the successful flight of the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) (Hooker et al., 1992; McClain et al., 2004) (1997–2010), the Moderate Resolution Imaging Spectroradiometer (MODIS) (Esaías et al., 1998; Salomonson et al., 1989) on the Earth Observing System (EOS) Terra (1999–present) and Aqua (2002–present), and the Medium Resolution Imaging Spectrometer (MERIS) (Rast et al., 1999) on the Envisat (2002–2012), the global ocean color data have been used by researchers and scientists worldwide to study and understand ocean physical, optical, biological, and biogeochemical changes and their effects on the climate (Behrenfeld et al., 2006; Behrenfeld et al., 2001; Chavez et al., 1999; Siegel et al., 2002). The Visible Infrared Imaging Radiometer Suite (VIIRS) (Goldberg et al., 2013) onboard the Suomi National Polar-orbiting Partnership (SNPP), which was successfully launched on October 28, 2011, is now continuing to provide global ocean color products (Wang et al., 2013b), with the second VIIRS from the Joint Polar Satellite System (JPSS) platform (JPSS-1) to follow in 2017 and third VIIRS (JPSS-2) several years later after JPSS-1. Table 1 provides characteristics of the ocean color spectral bands for VIIRS-SNPP, VIIRS-JPSS-1, and MODIS. In addition, spectral bands that are designed for the atmosphere and land applications, e.g., the shortwave infrared (SWIR) bands and high spatial resolution image bands (I-band), which can also be useful for the ocean color application in the coastal and inland water regions, are also listed in Table 1 (for both MODIS and VIIRS). Table 1 shows that VIIRS and MODIS have similar ocean color and SWIR spectral bands. Therefore, algorithms developed in MODIS can generally be applied also to VIIRS. It is noted that VIIRS spectral bands are indicated in the nominal center wavelengths.

Satellite ocean color products are important for ocean environment monitoring and forecast. For examples, chlorophyll-a (Chl-a) concentration (O'Reilly et al., 1998) provides an estimate of the live phytoplankton biomass in the ocean surface layer, and the water diffuse attenuation coefficient at the wavelength of 490 nm ($K_d(490)$) or at the domain associated with the photosynthetically available radiation (PAR) ($K_d(PAR)$) (Lee et al., 2002; Morel et al., 2007; Mueller, 2000; Son and Wang, 2015; Wang et al., 2009a) indicates the turbidity of the water column. $K_d(490)$ and $K_d(PAR)$ are important water property data related to light penetration and availability in aquatic systems. Accurate estimation of the water diffuse attenuation coefficient is critical to understand not only physical processes such as the heat transfer in the upper layer of the ocean (Lewis et al., 1990; Morel and Antoïne, 1994; Sathyendranath et al., 1991; Wu et al., 2007), but also biological processes such as phytoplankton photosynthesis in the ocean euphotic zone (Platt et al., 1988; Sathyendranath et al., 1989). It is noted that these ocean biological and biogeochemical parameters are all derived from satellite-measured normalized water-leaving
1.1. Purpose

The NOAA Multi-Sensor Level-1 to Level-2 (MSL12) ocean color data processing system has been developed by Wang and co-workers of the Ocean Color Team at NOAA Center for Satellite Applications and Research (STAR) for producing VIIRS global ocean color products (Wang, et al., 2013b). MSL12 was developed for the purpose of using a consistent and common data processing system to produce global ocean color products from multiple satellite ocean color sensors, i.e., common algorithms in the data processing for all satellite ocean color sensors (Wang, 1999a; Wang and Franz, 2000; Wang et al., 2002). In other words, MSL12 is measurement-based (not mission-based) ocean color data processing system. Specifically, NOAA-MSL12 is based on the SeaWiFS Data Analysis System (SeaDAS) version 4.6 with some important modifications and improvements. The improved MSL12 has been used to extensively process ocean color data from MODIS-Aqua (Wang et al., 2009b), VIIRS-SNPP (Wang et al., 2016a; Wang et al., 2014; 2015a; Wang, et al., 2013b), and the Korean Geostationary Ocean Color Imager (GOCI) (Wang et al., 2013a). In fact, since July 2012, MSL12 has been the NOAA operational system to routinely produce MODIS-Aqua ocean color products over the U.S. coastal and some open ocean regions (Wang and Liu, 2012). The MSL12 is the official NOAA VIIRS ocean color data processing system. In VIIRS ocean color data processing, VIIRS Sensor Data Records (SDR or Level-1B data) are processed to produce ocean color Environmental Data Records (EDR or Level-2 data).

There are mainly two stages in the satellite ocean color data processing from the SDR to EDR: (1) applying the atmospheric correction algorithm to generate normalized water-leaving radiance spectra $nL_w(\lambda)$ and (2) generate a suite of ocean color products, i.e., biological and biogeochemical parameters, such as Chl-a, $K_d$(490), $K_d$(PAR), IOPs, etc., using $nL_w(\lambda)$ spectra data obtained in the first stage.
Atmospheric correction algorithm is a key procedure in the satellite ocean color data processing. The main function of the atmospheric correction is to retrieve the normalized water-leaving radiance spectra \( nL_w(\lambda) \) from the satellite-measured TOA radiances by removing the atmospheric and ocean surface effects (Antoine and Morel, 1999; Fukushima et al., 1998; Gordon and Wang, 1994a; IOCCG, 2010; Wang, 2007). There are two types of atmospheric correction algorithms used in the ocean color data processing in MSL12. In the Gordon and Wang (1994a) algorithm, the aerosol reflectance is estimated using the two VIIRS NIR bands at 745 and 862 nm with the assumption of the black ocean at these two NIR wavelengths. The NIR black ocean assumption is usually valid at the open ocean with generally low Chl-a concentration. However, for highly productive ocean waters and turbid coastal and inland waters, the ocean/water contributions in the NIR bands are no longer negligible and can be very significant (Shi and Wang, 2009; Wang and Shi, 2005; Wang et al., 2007). In these cases, atmospheric correction often results in significant errors (Lavender et al., 2005; Ruddick et al., 2000; Siegel et al., 2000; Wang and Shi, 2005). In fact, some modifications have been made to account for the NIR ocean radiance contributions for non-highly turbid waters (Bailey et al., 2010; Stumpf et al., 2003; Wang et al., 2012). Recently, an improved NIR water-leaving reflection correction algorithm has been developed and implemented in MSL12 for VIIRS ocean color data processing (Jiang and Wang, 2014).

As an alternative approach for dealing with turbid waters in coastal and inland water regions, Wang (2007) proposed an atmospheric correction algorithm using the SWIR bands, which can be used for both MODIS and VIIRS. At the SWIR wavelengths, ocean water has much stronger absorption than that at the NIR bands (Hale and Querry, 1973; Kou et al., 1993). Thus, the black ocean assumption is generally valid at the SWIR bands even for highly turbid waters (Shi and Wang, 2009). Furthermore, to address the noise issue for the SWIR bands (Wang, 2007; Wang and Shi, 2012; Wendell et al., 2010), Wang and Shi (2007) proposed a method for ocean color data processing using the combined NIR and SWIR bands for atmospheric correction for global open oceans and turbid coastal and inland waters. With the proposed NIR-SWIR combined atmospheric correction algorithm, satellite ocean color data can be processed using the standard-NIR atmospheric correction for the open ocean, whereas for turbid coastal and inland waters the SWIR-based atmospheric correction algorithm can be executed (Wang and Shi, 2007). The NIR-, SWIR-, and NIR-SWIR-combined atmospheric correction algorithms have been implemented in MSL12 and routinely used to produce VIIRS ocean color products (Wang et al., 2016a; Wang et al., 2014; 2015a; Wang et al., 2013b).

The algorithm for calculating ocean Chl-a concentration (O’Reilly et al., 1998; O’Reilly et al., 2000) using the empirical blue-green reflectance ratio approach from the normalized water-leaving radiance spectra \( nL_w(\lambda) \) has been adjusted for VIIRS spectral bands. In addition, the algorithms for the ocean color product \( K_d(490) \) (Wang et al., 2009a), \( K_d(\text{PAR}) \) (Son and Wang, 2015), IOPs from the quasi-analytical algorithm (QAA) (Lee et al., 2002), and Chl-a from the ocean color index (OCI) method (Hu et al., 2012; Wang and Son, 2016) have been implemented in MSL12 for VIIRS global ocean color data processing.
1.2. Scope

This document describes the algorithms implemented in MSL12, which are used to process and produce VIIRS ocean color data from SDR to EDR. MSL12 is an official NOAA VIIRS ocean color data processing system and has been used for routinely producing VIIRS global ocean color products (including global daily, 8-day, monthly, and climatology images) since VIIRS-SNPP launch in October 2011. NOAA/STAR has been focusing on the “end-to-end” production of high quality satellite ocean color products, and has put considerable efforts into sensor calibration by re-examining and fixing errors in the current calibration methods, in particular, adding the effect of lunar calibration, i.e., used both solar and lunar calibration approaches for VIIRS (Sun and Wang, 2014; 2015a; b; c; 2016). With the improved sensor calibration, the science quality SDR data have been routinely processed from the Raw Data Records (RDR or Level-0 data) using an efficient data processing method (Sun et al., 2014). In addition, vicarious calibration for the ocean color data processing system is necessary (Eplee Jr. et al., 2001; Franz et al., 2007; Gordon, 1998; Wang and Gordon, 2002; Wang et al., 2016c). We have developed a consistent vicarious calibration approach using the Marine Optical Buoy (MOBY) (Clark et al., 1997) in situ data in waters off Hawaii for both the NIR- and SWIR-based atmospheric correction algorithms (Wang et al., 2016c). In fact, the derived vicarious gains have been applied to VIIRS for routine ocean color data processing using both the NIR- and SWIR-based atmospheric correction algorithms (Wang et al., 2016c). Furthermore, the vicarious calibration method can also be used to routinely monitor VIIRS sensor performance (Wang et al., 2015b). However, since this document only describes the algorithms used for processing VIIRS data from SDR to ocean color EDR, the algorithms for VIIRS on-orbit sensor calibration and system vicarious calibration are not described because they are out-of-scope of this document.
2. ALGORITHM DESCRIPTION

2.1. Data Processing Outline

The VIIRS ocean color data processing system (MSL12) processes daily global SDR to ocean color EDR data. Specifically, the data processing procedure includes the following steps:

Step 1: Read the input parameter file, SDR file, geolocation file, ancillary data, and required lookup tables (LUTs).

Step 2: Identify clear sky scene (pixels) over waters using the SWIR-based (VIIRS-SNPP SWIR 1238 nm band) cloud masking method (Wang and Shi, 2006). All clear pixels over waters will go to the next step; otherwise the data processing is stopped (for cloud or land pixels).

Step 3: Make corrections of ozone and water vapor absorptions to the sensor-measured TOA radiances (SDR). Calculate ozone, water vapor, and polarization corrections.

Step 4: Compute Rayleigh scattering radiances, whitecap radiances, and sun glint masking and correction (if it is needed).

Step 5: Remove Rayleigh radiance contributions, i.e., compute Rayleigh-corrected radiances.

Step 6: Calculate the spectral aerosol radiance contributions using the NIR or SWIR bands.

Step 7: Compute atmospheric diffuse transmittances for solar- and sensor-zenith angles.

Step 8: Remove aerosol spectral radiance contributions to derive normalized water-leaving radiance spectra $nL_w(\lambda)$.

Step 9: Calculate the required ocean color products, including $nL_w(\lambda)$, Chl-a, $K_d(490)$, and $K_d$(PAR), as well as various experimental products such as IOPs, etc.

Step 10: Write out the ocean color product data into the EDR output file.

2.2. Algorithm Inputs

2.2.1. VIIRS Data

The ocean color data processing takes calibrated TOA radiances at the following wavelengths in the VIIRS SDR files: 410 (M1), 443 (M2), 486 (M3), 551 (M4), 671 (M5), 745 (M6), 862 (M7), 1238 (M8), 1601 (M10), and 2257 nm (M11). In addition, the algorithm also needs the geolocation information such as solar-zenith angle, sensor-zenith angle, and relative azimuth angle, as well as latitude and longitude from the geolocation file.

2.2.2. Ancillary Data

The VIIRS ocean color data processing also takes the following ancillary data as inputs (Ramachandran and Wang, 2011):

(a) Ozone concentration: the input is required for the correction of ozone absorption in the sensor-measured TOA radiances.

(b) Surface atmosphere pressure: the input is required to compute the spectral Rayleigh radiances.

(c) Surface wind speed: the input is required to calculate the spectral Rayleigh radiances, whitecap radiances, and sun glint radiance contributions.
2.2.3. Other Data

Some static (non-dynamic) input data include: various LUTs such as Rayleigh radiance LUTs, aerosol radiance LUTs, atmospheric diffuse transmittance LUTs, and polarization LUTs, as well as solar irradiance, water optical property spectra, and various IOP spectra, etc; climatology data such as $nL_w(551)$, aerosol optical thickness at 865 nm $\tau_a(865)$, aerosol angstrom exponent at 510 nm $\lambda(510)$, and nitrogen dioxide NO$_2$ distribution, etc; mask data such as 250 m land mask, 1 km water mask, and 9 km ice mask; and sensor-specific spectral band-averaged data.

2.3. Theoretical descriptions of atmospheric correction algorithms

In this section, we describe the classic NIR-based atmospheric correction algorithm in Section 2.3.1, and the SWIR-based algorithm proposed by Wang (2007) in Section 2.3.2. The NIR-SWIR-based algorithm developed by Wang and Shi (2007) is described in Section 2.3.3. Some algorithm improvements in MSL12 such as improved Rayleigh radiance computations (Wang, 2016), an improved NIR ocean reflectance correction algorithm (Jiang and Wang, 2014), the improved stray light and cloud shadow identification algorithm (Jiang and Wang, 2013), and destriping algorithm (Mikelsons et al., 2014) are described in Section 2.3.4. It is noted that VIIRS global ocean color products processed using the NIR-, SWIR-, and NIR-SWIR-based atmospheric correction algorithms have been routinely produced now.

2.3.1. The NIR-based atmospheric correction algorithm

In this document, we define the reflectance $\rho(\lambda)$, at a given wavelength $\lambda$ and for a specific solar-zenith angle of $\theta_0$, to be related to the radiance $L(\lambda)$ through

$$
\rho(\lambda) = \frac{\pi L(\lambda)}{\cos \theta_0 F_0(\lambda)},
$$

(1)

where $F_0(\lambda)$ is the extraterrestrial solar irradiance (Thuillier et al., 2003). Thus, the radiance and reflectance are interchangeable based on the definition in Eq. (1). For the ocean-atmosphere system, the TOA reflectance $\rho(\lambda)$ (or radiance $L(\lambda)$) can be linearly partitioned into various distinct physical contributions (Gordon and Wang, 1994a):

$$
\rho(\lambda) = \rho_r(\lambda) + \rho_A(\lambda) + t(\lambda)\rho_{wc}(\lambda) + T(\lambda)\rho_g(\lambda) + t(\lambda)t_0(\lambda)\rho_{wN}(\lambda),
$$

or

$$
L(\lambda) = L_r(\lambda) + L_A(\lambda) + t(\lambda)L_{wc}(\lambda) + T(\lambda)L_g(\lambda) + t(\lambda)t_0(\lambda)\cos \theta_0 nL_w(\lambda),
$$

(2)

where $\rho_r(\lambda)$ and $\rho_A(\lambda)$ (or $L_r(\lambda)$ and $L_A(\lambda)$) are, respectively, the reflectance (or radiance) due to multiple scattering by air molecules (Rayleigh scattering) (Gordon et al., 1988a; Gordon and Wang, 1992; Wang, 2002; 2005; 2016) and aerosols (including Rayleigh-aerosol interactions) (Deschamps et al., 1983; Gordon and Wang, 1994a; Wang, 1991), respectively. $\rho_{wc}(\lambda)$ and $\rho_g(\lambda)$ (or $L_{wc}(\lambda)$ and $L_g(\lambda)$) are the components of reflectance (or radiance) due to whitecaps on the sea.
surface (Frouin et al., 1996; Gordon and Wang, 1994b; Moore et al., 2000) and the specular reflection of direct sunlight off the sea surface (sun glitter) (Wang and Bailey, 2001; Zhang and Wang, 2010), respectively, and $\rho_{wN}(\lambda)$ (or $nL_w(\lambda)$) is the normalized water-leaving reflectance (or radiance) due to photons that penetrate the sea surface and are backscattered out of the water, which is the desired quantity in the ocean color remote sensing. The quantities $t_d(\lambda)$ and $t(\lambda)$ are the atmospheric diffuse transmittances from the sun to the water surface and from the water surface to the sensor (Wang, 1999b; Yang and Gordon, 1997), respectively. $T(\lambda)$ is the direct transmittance from the water surface to the sensor (Wang and Bailey, 2001). The objective of the atmospheric correction is to retrieve the normalized water-leaving reflectance $\rho_{wN}(\lambda)$ (or normalized water-leaving radiance $nL_w(\lambda)$) accurately from the sensor-measured reflectance spectra $\rho(\lambda)$ (or radiance spectra $L(\lambda)$).

As it is shown, Eq. (2) applies to both reflectance and radiance (note an extra factor of $\cos \theta_0$ in the radiance equation in the last term). It should be noted that Eq. (2) is valid when the target is large spatially, i.e., effects of the target environment within the measurement pixel can be neglected. The relationship between normalized water-leaving reflectance $\rho_{wN}(\lambda)$ and normalized water-leaving radiance $nL_w(\lambda)$ is given by:

$$\rho_{wN}(\lambda) = \pi nL_w(\lambda)/F_0(\lambda).$$

It is also common to use the remote-sensing reflectance $R_{rs}(\lambda)$, which can be related to $nL_w(\lambda)$ and $\rho_{wN}(\lambda)$ as:

$$R_{rs}(\lambda) = nL_w(\lambda)/F_0(\lambda) = \rho_{wN}(\lambda)/\pi.$$  \hspace{1cm} (4)

We can further define the atmospheric path reflectance $\rho_{path}(\lambda)$ (or radiance $L_{path}(\lambda)$), which is originated along the optical path from scattering in the atmosphere and from specular reflection of scattered light (skylight) by the sea surface, and it can be decomposed into two components as

$$\rho_{path}(\lambda) = \rho_r(\lambda) + \rho_A(\lambda) \text{ or }$$

$$L_{path}(\lambda) = L_r(\lambda) + L_A(\lambda)$$  \hspace{1cm} (5)

and then Eq. (2) becomes

$$\rho(\lambda) = \rho_{path}(\lambda) + t(\lambda)\rho_{wc}(\lambda) + T(\lambda)\rho_g(\lambda) + t(\lambda)t_0(\lambda)\rho_{wN}(\lambda), \text{ or }$$

$$L(\lambda) = L_{path}(\lambda) + t(\lambda)L_{wc}(\lambda) + T(\lambda)L_g(\lambda) + t(\lambda)t_0(\lambda)\cos \theta_0 nL_w(\lambda).$$  \hspace{1cm} (6)

From now on, we will use either reflectance or radiance in descriptions and discussions with understanding that these two are interchangeable based on their definitions (Eqs. (1)–(6)).

Again, the purpose of atmosphere correction is to derive normalized water-leaving radiance $nL_w(\lambda)$ from the total radiance measured at the satellite sensor, i.e., retrieving $nL_w(\lambda)$ from sensor-measured $L(\lambda)$ in Eq. (6). However, the radiance backscattered from the atmosphere and/or sea surface is typically an order of magnitude larger than the desired radiance scattered out of the water (IOCCG, 2010). The principal difficulty and challenge in atmospheric correction
is the estimation and removal of $L_{\text{path}}(\lambda)$ from $L_t(\lambda)$. In other words, we have to compute $L_{\text{path}}(\lambda)$ accurately. In Case-1 waters, $L_{\text{path}}(\lambda)$ contributes about 90% of the TOA radiance in the blue and a higher fraction in the green and red. Removing a large signal and deriving a very small signal accurately from the water is a major challenge of the atmospheric correction over the ocean (Gordon and Wang, 1994a; IOCCG, 2010; Wang, 2007).

Removing the sun glint (Wang and Bailey, 2001) and whitecap (Gordon and Wang, 1994b) reflectance contributions from the TOA reflectance is straightforward. Sun glint is originated from specular reflection of direct sunlight by the sea surface (sun glitter) (Cox and Munk, 1954; Zhang and Wang, 2010). Significant sun glint reflectance contributions with certain viewing geometries are mostly masked out, and the residual glint contamination is corrected based on a model of sea surface slope distribution using the input of sea surface wind speed (Cox and Munk, 1954; Wang and Bailey, 2001). Ocean whitecap (foam) reflectance is originated from reflection of direct sunlight and skylight from ocean whitecaps. The whitecap reflectance contribution for each band is generally small (Moore, et al., 2000) and is calculated as a function of sea surface wind speed and viewing geometry (Frouin, et al., 1996; Gordon and Wang, 1994b; Moore, et al., 2000). It is noted that these algorithms have not been changed in the SWIR and NIR-SWIR atmospheric correction algorithms.

With the assumption that normalized water-leaving reflectances $\rho_{wN}(\lambda)$ are negligible in the NIR bands (745 and 862 nm for VIIRS-SNPP) in the open ocean, the aerosol reflectance, $\rho_A(\lambda)$, can be estimated by removing Rayleigh reflectance, sun glint, and whitecap reflectance from the TOA reflectance in the two NIR bands. The aerosol models are used to estimate the aerosol reflectance contributions in visible bands, through using aerosol LUTs. The aerosol LUTs were generated using the vector radiative transfer theory with including polarization effects (Wang, 2006b). The algorithm selects from a family of the 12 aerosol models to fit the aerosol radiance contributions in the NIR bands, and the selected two models are then used to extrapolate the aerosol radiances from the NIR to visible bands using aerosol models (Gordon and Wang, 1994a; Wang, 1999a; 2004; 2007).

The 12 aerosol models derived from the work of Shettle and Fenn (1979) are used in the VIIRS ocean color data processing. Specifically, they are the Oceanic model with relative humidity (RH) of 99% (O99), the Maritime models with RH of 50%, 70%, 90%, 99% (M50, M70, M90, and M99), the Coastal models with RH of 50%, 70%, 90%, 99%, (C50, C70, C90, and C99), and the Tropospheric models with RH of 50%, 90%, 99% (T50, T90, and T99) (Gordon and Wang, 1994a; Shettle and Fenn, 1979; Wang, 1999a). These aerosol models are used to generate aerosol LUTs for computing $\rho_A(\lambda)$. Briefly, for each aerosol model radiative transfer computations are carried out to determine $\rho_{\text{path}}(\lambda)$ as a function of the aerosol optical thickness (AOT) for a variety of solar-sensor geometries. The computations use complete vector radiative transfer, i.e., including polarization effects (Wang, 2006b). The appropriate $\rho(\lambda)$ is then subtracted from the $\rho_{\text{path}}(\lambda)$ yielding $\rho_A(\lambda)$, which is then fitted to a fourth order polynomial in the single-scattered aerosol reflectance for a given geometry (Wang, 2006b; 2007). The aerosol LUTs contain the fitting coefficients for a large number of solar-viewing geometries and for values of the aerosol optical thickness up to 0.8 (see details in Section 2.3.2) (Wang, 2007).
The procedure for estimating $\rho_A(\lambda)$ in the visible bands is to estimate this quantity in the NIR bands first, assuming negligible water-leaving reflectance in that region of the spectrum for the open oceans. Using the aerosol LUTs, the sensor-measured spectral variation of $\rho_A(\lambda)$ at the two NIR bands can be used to estimate the single-scattering aerosol reflectance $\rho_{as}(\lambda)$ (Gordon and Wang, 1994a; Wang, 2004; Wang and Gordon, 1994) for the same two bands. As $\rho_{as}(\lambda)$ is related directly to the aerosol inherent properties, i.e., phase function, single-scattering albedo, and aerosol extinction coefficient, it can be computed directly for each aerosol model. It is then possible to select the most appropriate aerosol models for which the computed radiances are best matched with the measured values. This is accomplished by comparing the measured value of the single scattering epsilon (SSE) with those computed for each model (Gordon and Wang, 1994a; Wang, 2004; 2007; Wang and Gordon, 1994). This approach is used because the SSE depends only on the aerosol model (i.e., aerosol inherent properties), and not on the aerosol optical thickness. Based on the derived SSE values in the NIR bands, the two most appropriate aerosol models (from the set of 12 models) are retrieved and used for estimation of the aerosol effects in the visible bands, i.e., $\rho_{as}(\lambda)$ and $\rho_A(\lambda)$. An alternative approach of the aerosol reflectance extrapolation using the NIR multiple-scattering epsilon (MSE) generally shows similar results, compared with those from the SSE method (Wang, 2004). However, there are some cases with outliers using the MSE method, in particular, for cases with maritime aerosols (generally over open oceans) (Wang, 2004). Therefore, the normalized water-leaving radiance (or reflectance) in the visible wavelengths can be derived. Results show that the Shettle and Fenn (1979) aerosol models are sufficient to derive accurate normalized water-leaving radiance (or reflectance) spectra (Wang, et al., 2016a; Wang, et al., 2014; 2015a; Wang, et al., 2013b), compared with results from using more updated aerosol models for atmospheric correction (Ahmad et al., 2010).

### 2.3.2. The SWIR-based atmospheric correction algorithm

In the NIR-based atmospheric correction algorithm as described in Section 2.3.1, the aerosol reflectances are calculated with assumption of the black ocean in the two NIR bands, i.e., there are no ocean radiance contributions at the NIR bands (Gordon and Wang, 1994a). This so called NIR black ocean assumption is usually valid at open oceans where the ocean optical properties are mainly as a function of the pigment concentration with generally low pigment concentration values. However, for highly productive ocean waters and certainly for turbid waters in coastal and inland waters (e.g., waters with high sediment concentration), water-leaving radiances in the NIR bands are no longer negligible and can even be very significant (Lavender, et al., 2005; Ruddick, et al., 2000; Siegel, et al., 2000; Stumpf, et al., 2003; Wang and Shi, 2005). In these cases, the NIR atmospheric correction often results in significant errors in the derived $nL_w(\lambda)$ in the visible bands. This is basically because at the NIR wavelengths water absorptions are not large enough to absorb photons backscattered out of waters by particles.

Wang (2007) proposed and evaluated a new atmospheric correction algorithm, which uses the SWIR bands to derive $nL_w(\lambda)$ spectra from the ultraviolet (UV) to the visible and NIR wavelengths. This algorithm was originally proposed for MODIS, but it also can be used for VIIRS SWIR bands as well. For wavelengths longer than the NIR band, water absorption
increases rapidly as the increase of the wavelength. Indeed, for the SWIR wavelengths (> ~1000 nm), water has much stronger absorption than that at the NIR 862 nm. Specifically, from Hale and Querry (1973), the water absorption coefficients for wavelengths at VIIRS 862, 1238, 1601, and 2257 nm are about 5, 89, 668, and 1714 m\(^{-1}\), respectively. Therefore, with the black ocean assumption at the SWIR wavelengths, the SWIR bands can be used for detecting turbid waters (Shi and Wang, 2007), as well as for atmospheric correction in the coastal and inland water regions (Wang, 2007; Wang and Shi, 2005; 2007; Wang, et al., 2009b).

Using the same 12 aerosol models as described in Section 2.3.1, the aerosol optical property data for spectral bands were generated for the SWIR wavelengths (1238, 1601, and 2257 nm) in addition to other VIIRS spectral bands at 410, 443, 486, 551, 671, 745, and 862 nm. Similar to the generation of MODIS ocean band aerosol LUTs, the aerosol LUTs for the SWIR bands were generated using the vector radiative transfer simulations (including polarization) (Wang, 2006b) that were carried out with the 12 aerosol models for nine aerosol optical thicknesses at 862 nm (0.02, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.6, and 0.8), 33 solar-zenith angles from 0°–80° at a step of 2.5°, and 35 sensor-zenith angles from 1°–75° at a step of ~2°. The aerosol SSE parameter \(\varepsilon(\lambda, \lambda_0)\) is defined as the ratio of the aerosol single-scattering reflectance \(\rho_{\text{as}}(\lambda)\) between two bands, i.e.,

\[
\varepsilon(\lambda, \lambda_0) = \frac{\rho_{\text{as}}(\lambda)}{\rho_{\text{as}}(\lambda_0)} = \frac{\omega_a(\lambda)c_{\text{ext}}(\lambda)p_{\text{a}}(\theta_0, \theta, \Delta\phi, \lambda)}{\omega_a(\lambda_0)c_{\text{ext}}(\lambda_0)p_{\text{a}}(\theta_0, \theta, \Delta\phi, \lambda_0)},
\]

where \(\omega_a(\lambda), c_{\text{ext}}(\lambda),\) and \(p_{\text{a}}(\theta_0, \theta, \Delta\phi, \lambda)\) are the aerosol single-scattering albedo, aerosol extinction coefficient, and aerosol effective scattering phase function (Gordon and Wang, 1994a; Wang, 2004), respectively. The SSE depends mainly on the aerosol model (i.e., aerosol inherent properties) and can be used to characterize the aerosol spectral variation for various aerosol models.

Since VIIRS spectral bands are similar to those of MODIS, the MODIS SWIR results from Wang (2007) are used in the following analysis, and they are also valid for VIIRS, e.g., see results from Wang et al. (2013b). Figure 1 provides examples of the SSE as a function of the wavelength (from the UV to NIR or to various SWIR bands) for the 12 aerosol models. Figures 1(a)–1(d) show the SSE \(\varepsilon(\lambda, \lambda_0)\) at the reference wavelengths \(\lambda_0\) of 865, 1240, 1640, and 2130 nm, respectively. They are all for the case of a solar-zenith angle \(\theta_0\) of 60°, sensor-zenith angle \(\theta\) of 20°, and relative-azimuth angle \(\Delta\phi\) of 90°. As expected, \(\varepsilon(\lambda, \lambda_0)\) value has significant variations corresponding to various reference wavelength \(\lambda_0\) values. Between the O99 and the T50 models (from the lowest to the highest SSE values), Fig. 1 shows that the SSE values at the UV band for \(\varepsilon(340, 865)\), \(\varepsilon(340, 1240)\), \(\varepsilon(340, 1640)\), and \(\varepsilon(340, 2130)\) are in the range of 0.8–2.6, 0.7–4.8, 0.7–9.2, and 0.7–22.6, respectively. Particularly, the NIR and SWIR SSE values of \(\varepsilon(765, 865)\), \(\varepsilon(1000, 1240)\), \(\varepsilon(1240, 1640)\), \(\varepsilon(1240, 2130)\), and \(\varepsilon(1640, 2130)\), which can be used for the selection of aerosol models in atmospheric correction, are in the range of 0.96–1.21, 0.93–1.50, 0.95–1.94, 0.98–4.76, and 1.04–2.46, respectively. Obviously, there are significantly
higher measurement sensitivities in the SSE with the SWIR bands where there is a substantially larger apart of wavelength distance between two bands, e.g., $\varepsilon(1240, 2130)$.

The implementation of the aerosol LUTs into the MSL12 ocean color data processing system can be achieved by relating the aerosol reflectance $\rho_A(\lambda)$ to its corresponding single-scattering aerosol reflectance $\rho_{as}(\lambda)$, i.e.,

$$\rho_A(\lambda_j, \theta_0, \theta, \Delta \phi, \tau_a) = \sum_{i=0}^{4} a_i(\lambda_j, \theta_0, \theta, \Delta \phi) \left[ \rho_{as}(\lambda_j, \theta_0, \theta, \Delta \phi, \tau_a) \right],$$

where $a_i(\lambda_j, \theta_0, \theta, \Delta \phi)$ are coefficients to fit 4th power polynomial for $\rho_{as}(\lambda_j, \theta_0, \theta, \Delta \phi, \tau_a)$ as a function of $\rho_{as}(\lambda_j, \theta_0, \theta, \Delta \phi, \tau_a)$ in the least-square for all spectral bands $\lambda_j$ from the UV to SWIR and for the solar-zenith angle $\theta_0$ from 0°–80° at every 2.5°, the sensor-zenith angle $\theta$ from 1°–75° at every ~2°, and the relative-azimuth angle $\Delta \phi$ from 0°–180° at every of 10°. Coefficients $a_i(\lambda_j, \theta_0, \theta, \Delta \phi)$ were derived by fitting the curves that were obtained from data simulated with aerosol optical

Figure 1. Single-scattering epsilon $\varepsilon(\lambda, \lambda_0)$ as a function of the wavelength $\lambda$ for the 12 aerosol models and for the reference wavelength $\lambda_0$ at (a) 865 nm, (b) 1240 nm, (c) 1640 nm, and (d) 2130 nm. These are reproduced from Wang (2007).
thicknesses $\tau_a(\lambda)$ of 0.02, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.6, and 0.8 for the 12 aerosol models. On the other hand, the sensor-measured NIR or SWIR aerosol reflectances need to be converted to the aerosol single-scattering reflectance for atmospheric correction, as well as for retrieval of aerosol optical properties. Therefore, coefficients were also generated for computing the aerosol single-scattering reflectance $\rho_{as}(\lambda)$ as a function of the aerosol reflectance $\rho_A(\lambda)$ at the NIR and SWIR bands (Wang, 2007), i.e.,

$$\rho_{as}(\lambda, \theta_0, \theta, \Delta \phi, \tau_a) = \sum_{i=0}^{4} b_i(\lambda_j, \theta_0, \theta, \Delta \phi) \left[ \rho_A(\lambda, \theta_0, \theta, \Delta \phi, \tau_a) \right], \quad (9)$$

where $b_i(\lambda_j, \theta_0, \theta, \Delta \phi)$ are coefficients to fit 4th power polynomial for $\rho_{as}(\lambda, \theta_0, \theta, \Delta \phi, \tau_a)$ as a function of $\rho_A(\lambda, \theta_0, \theta, \Delta \phi, \tau_a)$ in the least-square for the NIR and SWIR bands, i.e., 765, 865, 1000, 1240, 1640, and 2130 nm (745, 862, 1238, 1601, and 2257 nm for VIIRS-SNPP). By directly calculating $\rho_{as}(\lambda, \theta_0, \theta, \Delta \phi, \tau_a)$ using Eq. (9) instead of solving Eq. (8), it eliminates uncertainty and also increases computing efficiency in numerical solution for the high order polynomials (Eq. (8)). These methods (Eqs. (8) and (9)) are accurate and efficient in the data processing. Therefore, the aerosol LUTs are generated as in the forms with which coefficients $a_i(\lambda_j, \theta_0, \theta, \Delta \phi)$ (for all spectral bands from the UV to the SWIR) and $b_i(\lambda_j, \theta_0, \theta, \Delta \phi)$ (for the NIR and SWIR bands) are stored for the solar-zenith angles from 0°–80° at a step of 2.5°, the sensor-zenith angles from 1°–75° at a step of ~2°, and the relative-azimuth angles from 0°–180° at a step of 10°. For any given solar-sensor geometry, a linear interpolation (3-dimension) is carried out to produce the corresponding coefficients $a_i(\lambda_j, \theta_0, \theta, \Delta \phi)$ and $b_i(\lambda_j, \theta_0, \theta, \Delta \phi)$ for computations of $\rho_A(\lambda, \theta_0, \theta, \Delta \phi, \tau_a)$ at the UV to the SWIR bands and $\rho_{as}(\lambda, \theta_0, \theta, \Delta \phi, \tau_a)$ at the NIR or SWIR bands.

It is noted again that, specifically to the VIIRS-SNPP ocean color data processing, aerosol LUTs were generated and implemented for 10 VIIRS spectral bands at 410, 443, 486, 551, 671, 745, 862, 1238, 1601, and 2257 nm.

To understand the algorithm performance in retrieval of $nL_w(\lambda)$ spectra using the NIR and various combinations of the SWIR bands, simulations have been carried out using the pseudo-TOA reflectance simulated with the M80 and the T80 aerosol models as inputs. It is noted that M80 and T80 models are different from the 12 aerosol models used for generating aerosol LUTs (although they are similar). It should also be noted that the performance of the NIR-based atmospheric correction algorithm has been well established from SeaWiFS and MODIS experiences (Gordon and Wang, 1994a; McClain, 2009; McClain, et al., 2004; Wang et al., 2005). The outputs from the atmospheric correction algorithm using various combinations of the SWIR bands are compared with results that are derived from the NIR-based algorithm. Figures 2 and 3 provide examples of the error in the derived water-leaving reflectance from method performed using various combinations of the NIR and SWIR bands. Figures 2(a)–2(d) are the error in the derived water-leaving reflectance $t\rho_p(\lambda)$, for the M80 model with $\tau_8(865)$ of 0.1, as a function of the solar-zenith angle for algorithm performed using the NIR bands of 765 and 865 nm, SWIR bands 1240 and 1640 nm, 1240 and 2130 nm, and 1640 and 2130 nm, respectively, while Figs. 3(a)–3(d) are the corresponding results for the T80 aerosol model. These are all for a
case of the sensor-zenith angle of 45° and the relative-azimuth angle of 90°. Results in Fig. 2 show that, for the M80 model, the atmospheric correction performed using the SWIR band sets of 1000 and 1240 nm, 1240 and 1640 nm, and 1240 and 2130 nm has comparable results as from algorithm using the two NIR (765 and 865 nm) bands. Errors in the derived $\Delta t\rho_w(\lambda)$ are all within 0.001 (usually within ~0.0005) for the UV (340 nm) and visible wavelengths (412, 443, 490, and 555 nm). We can draw similar conclusions for the T80 model for cases with which the solar-zenith angles $\leq 70^\circ$ (Fig. 3).

Using combinations of the SWIR band sets for atmospheric correction, the water-leaving reflectances at the NIR bands can also be derived. In fact, the NIR $nL_w(\lambda)$ data are quite important and useful for turbid coastal and inland waters (Shi and Wang, 2014). Figure 4 gives examples of the accuracy in the derived water-leaving reflectances $\Delta[t\rho_w(\lambda)]$ at the NIR bands for the M80 and the T80 aerosol models with $\tau_0(865)$ of 0.1. Figures 4(a) and 4(b) are errors in the derived water-leaving reflectance $\Delta[t\rho_w(\lambda)]$ for the M80 aerosols as a function of the solar-zenith angle for the M80 aerosol model with $\tau_0(865)$ of 0.1 and for algorithm performed using band combinations of (a) 765 and 865 nm, (b) 1000 and 1240 nm, (c) 1240 and 1640, and (d) 1240 and 2130 nm. This is for the case of sensor-zenith angle of 45° and relative-azimuth angle of 90°. These are reproduced from Wang (2007).

Figure 2. Error in the derived water-leaving reflectance at wavelengths of 340, 412, 443, 490, and 555 nm as a function of the solar-zenith angle for the M80 aerosol model with $\tau_0(865)$ of 0.1 and for algorithm performed using band combinations of (a) 765 and 865 nm, (b) 1000 and 1240 nm, (c) 1240 and 1640, and (d) 1240 and 2130 nm. This is for the case of sensor-zenith angle of 45° and relative-azimuth angle of 90°. These are reproduced from Wang (2007).
zenith angle for the NIR wavelengths at 765 and 865 nm, respectively, while Figs. 4(c) and 4(d) are results in $\Delta [t\rho_w(\lambda)]$ for the T80 model for the NIR wavelengths at 765 and 865 nm, respectively. In addition to the three combinations of the SWIR bands presented in Figs. 2 and 3, method using the SWIR bands of 1640 and 2130 nm has also been included in Fig. 4. Figure 4 shows that, except for the method using 1640 and 2130 nm, errors $\Delta [t\rho_w(\lambda)]$ in the NIR bands are almost all within uncertainty of $\sim 10^{-4}$ for cases with which the solar-zenith angles $\leq 70^\circ$.

To further assess the algorithm performance and quantify uncertainty using various combinations of the SWIR bands, simulations have been carried out for all applicable solar-sensor geometry with various aerosol optical properties. Simulations have been carried out for cases with the solar-zenith angles from $0^\circ$–$80^\circ$ at a step of $5^\circ$, the sensor-zenith angles from $0^\circ$–$65^\circ$ at a step of $5^\circ$, and the relative-azimuth angles from $0^\circ$–$180^\circ$ at a step of $10^\circ$, and for the M80 and T80 aerosol models with aerosol optical thicknesses of 0.05, 0.1, and 0.2 at 865 nm. This is total of about 12000 cases (excluding sun glint cases) for each aerosol model (M80 or T80).
Histogram results and statistics for algorithm performance using the NIR bands and various combinations of the SWIR bands are generated and analyzed. Table 2 summarizes all the results that compare algorithm performance with various bands options for atmospheric correction. In Table 2, percentage of cases for a given error range in the derived water-leaving reflectance for various options in atmospheric correction is provided for the M80 and T80 models. For example, for the UV (340 nm) water-leaving reflectance derived using the NIR bands (765 and 865 nm) method, there are 87.0%, 94.4%, and 98.4% of cases having uncertainty $\Delta [t \rho_w(\lambda)]$ within $5 \times 10^{-4}$, $1 \times 10^{-3}$, and $2 \times 10^{-3}$ for the M80 model, respectively, while these percentages are 92.9%, 95.5%, and 97.6% for the T80 model. Comparing with results derived from the NIR bands, however, results from various SWIR band options for atmospheric correction show lower percentage values for the case with the M80 model, while for the T80 model the band option of 1000 and 1240 nm provides better performance.

Figure 4. Error in the derived NIR water-leaving reflectance as a function of the solar-zenith angle for algorithm performed using the SWIR band combinations of 1000 and 1240 nm, 1240 and 1640 nm, 1240 and 2130 nm, and 1640 and 2130 nm and for $\Delta [t \rho_w(\lambda)]$ derived at the NIR wavelength with aerosol model of (a) and (b) 765 and 865 nm with the M80 model and (c) and (d) 765 and 865 nm with the T80 model. These are reproduced from Wang (2007).
1240 nm combination provides comparable results as those from the option of the two NIR bands. It is striking to note that algorithms with various band combination options performed as well for the short visible bands as for the UV band (340 nm). Indeed, the water-leaving reflectance at the UV wavelengths (e.g., 340 nm) can be derived accurately due to significantly less aerosol reflectance contributions in the UV bands.

There are apparently two main factors affecting the performances of atmospheric correction using various band combination options (Table 2): (a) the wavelength distance needs to be extrapolated for the aerosol reflectance from the NIR (or SWIR) band and (b) the aerosol reflectance dispersion provided between the two NIR or SWIR bands. Obviously, the aerosol reflectance can usually be more accurately extrapolated for the shorter wavelength distance than for the longer one. Thus, the NIR method generally produces slightly better results than those from the SWIR methods. On the other hand, larger dispersion of the aerosol reflectance between the two NIR (or SWIR) bands with various aerosol models for atmospheric correction has a better sensitivity in deriving aerosol optical properties, leading to a better result in the derived water-leaving reflectances. For example, the SWIR method using bands 1240 and 2130 nm performed much better than that using bands 1640 and 2130 nm because the range of $\epsilon(1240, 2130)$ for various aerosol models is significantly larger than that of $\epsilon(1640, 2130)$, e.g., 0.98–4.76 versus 1.04–2.46 in Fig. 1, as well as the extrapolation in the wavelength is shorter from 1240 nm compared with from 1640 nm. It should be noted that for extremely turbid waters the SWIR method using 1640 and 2130 nm bands is required because for such waters the black water assumption for the SWIR 1240 nm band is no longer hold (Shi and Wang, 2009).

In summary, except for the method using the SWIR bands of 1640 and 2130 nm, atmospheric correction algorithm using the three SWIR band combinations (1000 and 1240 nm, 1240 and 1640 nm, and 1240 and 2130 nm) can produce comparable results as from the NIR band method for cases of non- and weakly absorbing aerosols, in particular, the SWIR-based atmospheric correction using the band sets of 1240 & 2130 nm and 1240 & 1640 nm for MODIS or 1238 & 2257 nm and 1238 & 1601 nm for VIIRS-SNPP can produce accurate water-leaving radiance spectra data (Wang, 2007).

All these analyses can also be applied to the corresponding VIIRS-SNPP (or VIIRS-JPSS-1) NIR and SWIR bands at 745, 862, 1238, 1601, and 2257 nm for atmospheric correction algorithms. In fact, we have been routinely producing VIIRS ocean color products using the VIIRS SWIR bands of 1238 and 1601 nm (M8 and M10) (Wang et al., 2013b).
### TABLE 2. Atmospheric correction algorithm performance comparisons using the NIR and various combinations of the SWIR bands (Wang, 2007).

| λ (nm) | Two Bands for Atmospheric Correction (nm) | % Cases for Range of |Δ| μₜ₋₁(λ)| (×10⁻³) |
|-------|----------------------------------------|---------------------|---------------------|
|       |                                       | M80 Model           | T80 Model           |
|       |                                        | ≤ 0.5 | ≤ 1.0 | ≤ 2.0 | ≤ 0.5 | ≤ 1.0 | ≤ 2.0 |
| 340   | 765 & 865                              | 87.0 | 94.4 | 98.4 | 92.9 | 95.5 | 97.6 |
|       | 1000 & 1240                            | 64.6 | 82.8 | 92.7 | 93.3 | 96.1 | 97.6 |
|       | 1240 & 1640                            | 70.9 | 84.6 | 93.8 | 86.7 | 92.1 | 94.7 |
|       | 1240 & 2130                            | 48.1 | 71.3 | 87.7 | 76.0 | 84.3 | 89.8 |
|       | 1640 & 2130                            | 23.5 | 45.5 | 72.7 | 75.8 | 81.4 | 86.6 |
| 412   | 765 & 865                              | 89.7 | 95.4 | 98.4 | 91.9 | 94.6 | 96.6 |
|       | 1000 & 1240                            | 61.6 | 79.0 | 91.3 | 91.9 | 94.3 | 96.2 |
|       | 1240 & 1640                            | 68.1 | 81.6 | 91.7 | 83.3 | 88.8 | 92.1 |
|       | 1240 & 2130                            | 44.0 | 66.1 | 84.2 | 73.9 | 80.6 | 85.8 |
|       | 1640 & 2130                            | 18.8 | 38.1 | 63.0 | 69.0 | 77.9 | 82.7 |
| 443   | 765 & 865                              | 92.9 | 96.9 | 98.6 | 92.4 | 94.6 | 96.6 |
|       | 1000 & 1240                            | 63.0 | 79.9 | 91.5 | 91.3 | 93.8 | 95.9 |
|       | 1240 & 1640                            | 69.9 | 82.3 | 91.6 | 82.8 | 87.8 | 91.3 |
|       | 1240 & 2130                            | 45.1 | 67.3 | 84.2 | 74.7 | 80.6 | 85.2 |
|       | 1640 & 2130                            | 19.0 | 38.2 | 62.8 | 66.7 | 77.6 | 82.3 |
| 490   | 765 & 865                              | 93.6 | 97.1 | 98.7 | 92.5 | 94.6 | 96.6 |
|       | 1000 & 1240                            | 69.2 | 83.0 | 92.8 | 90.9 | 93.3 | 95.4 |
|       | 1240 & 1640                            | 74.4 | 85.0 | 92.5 | 82.2 | 86.6 | 90.4 |
|       | 1240 & 2130                            | 50.2 | 71.1 | 86.0 | 75.1 | 80.1 | 84.6 |
|       | 1640 & 2130                            | 22.3 | 40.3 | 64.9 | 66.3 | 77.3 | 81.7 |
| 510   | 765 & 865                              | 96.0 | 97.9 | 98.8 | 92.7 | 94.7 | 96.7 |
|       | 1000 & 1240                            | 69.9 | 83.8 | 93.2 | 90.8 | 93.2 | 95.4 |
|       | 1240 & 1640                            | 75.0 | 85.6 | 92.6 | 82.3 | 86.4 | 90.2 |
|       | 1240 & 2130                            | 51.7 | 71.9 | 86.2 | 75.4 | 80.2 | 84.5 |
|       | 1640 & 2130                            | 23.1 | 40.9 | 65.4 | 67.0 | 77.4 | 81.7 |
| 555   | 765 & 865                              | 97.7 | 98.4 | 98.8 | 93.6 | 95.3 | 96.8 |
|       | 1000 & 1240                            | 76.3 | 87.7 | 95.0 | 90.4 | 93.1 | 95.2 |
|       | 1240 & 1640                            | 79.5 | 87.8 | 93.7 | 83.1 | 86.2 | 89.9 |
|       | 1240 & 2130                            | 59.9 | 76.3 | 88.4 | 76.8 | 81.1 | 84.8 |
|       | 1640 & 2130                            | 27.0 | 44.2 | 68.9 | 66.5 | 78.0 | 82.0 |
2.3.3. The NIR-SWIR combined atmospheric correction algorithm

Wang and Shi (2007) described and demonstrated a NIR-SWIR combined atmospheric correction method for the MODIS ocean color data processing. This approach can also be directly applied to VIIRS with the corresponding VIIRS bands. In this NIR-SWIR-based atmospheric correction method, pixels in ocean or inland water regions with significant NIR water radiance contributions (i.e., turbid waters) can first be discriminated using MODIS or VIIRS measurements. Turbid waters can be detected using the turbid water index that is computed from the VIIRS-measured radiances at the NIR and SWIR bands. The turbid water index, $T_{ind}$, can be derived as (Shi and Wang, 2007):

$$T_{ind} = 1 + \frac{t(748)\rho_w(748)}{\rho_A(748)}$$

for MODIS or

$$T_{ind} = 1 + \frac{t(745)\rho_w(745)}{\rho_A(745)}$$

for VIIRS, (10)

where $t(748)\rho_w(748)$ and $\rho_A(748)$ (or $t(745)\rho_w(745)$ and $\rho_A(745)$ for VIIRS) are the TOA water-leaving reflectance and aerosol reflectance (including Rayleigh-aerosol interactions) at the wavelength of 748 nm for MODIS or 745 nm for VIIRS (Shi and Wang, 2007), respectively.

The turbid water detection can be operated prior to the atmospheric correction procedure. Thus, different atmospheric correction algorithms can be used for turbid water cases. In the NIR-SWIR combined atmospheric correction approach, the SWIR atmospheric correction algorithm can be applied for the identified turbid water pixels (Wang, 2007; Wang and Shi, 2007). For the most other pixels (non-turbid ocean waters), the standard NIR atmospheric correction algorithm (Gordon and Wang, 1994a) can be employed. Thus, while the ocean color products in the coastal regions can be improved using the SWIR-based method, high quality ocean color data in open oceans can still be routinely produced. In the MSL12 ocean color data processing system for VIIRS, the NIR-SWIR algorithm is switched on in the input parameter file, and the threshold for detecting the turbid water is set to 1.1, i.e., the SWIR-based atmospheric correction can be operated for cases with $T_{ind} \geq 1.1$. Otherwise, for cases with $T_{ind} < 1.1$, the NIR-based atmospheric correction algorithm is used. All details (and results) for the NIR-SWIR combined atmospheric correction algorithm can be found in (Shi and Wang, 2007; Wang, 2007; Wang and Shi, 2007; Wang, et al., 2009b).

Alternatively, the NIR-SWIR switching can be done after the NIR water-leaving reflectance correction (Jiang and Wang, 2014), i.e., using the derived NIR water-leaving reflectance value as a threshold. If the NIR-based atmospheric correction results in VIIRS-derived $nL_w(862) > 0.3$ mW cm$^{-2}$ µm$^{-1}$ sr$^{-1}$, the atmospheric correction algorithm can switch to the SWIR-based method (Wang, 2007). For cases with $nL_w(862) < 0.1$ mW cm$^{-2}$ µm$^{-1}$ sr$^{-1}$, the NIR-based $nL_w(\lambda)$ results from the Jiang and Wang (2014) algorithm are kept. If the NIR-based atmospheric correction results in $0.1 \leq nL_w(862) \leq 0.3$ mW cm$^{-2}$ µm$^{-1}$ sr$^{-1}$, all $nL_w(\lambda)$ values are interpolated between the NIR-based and SWIR-based atmospheric correction results. This method makes sure that the switching between the NIR- and SWIR-based methods is smooth and renders better $nL_w(\lambda)$ results. In the most current version of MSL12, because of much improved NIR reflectance correction algorithm (i.e., with reliable NIR $nL_w(\lambda)$ data) (Jiang and Wang, 2014), this switching method is used in place of the original turbid-index-based NIR-SWIR switching method.
2.3.4. Algorithms improvements

There have been some considerable efforts for improving algorithms (or adding new algorithms) in MSL12 for satellite ocean color data processing. With these algorithms improvements, VIIRS ocean color products have been significantly improved. Some specific algorithm improvements for VIIRS ocean color data processing are briefly described in the following sub-sections.

2.3.4.1. New Rayleigh radiance computations for all satellite sensors

In the satellite ocean color data processing, it is essential to compute precisely the TOA Rayleigh-scattering radiance or reflectance (i.e., $L_r(\lambda)$ or $\rho_r(\lambda)$ in Eq. (2)) in order to derive accurate ocean color products (Gordon and Wang, 1994a; IOCCG, 2010). In a series of works for improving the satellite ocean color data processing (atmospheric correction), the TOA Rayleigh-scattering radiance computation using the radiative transfer simulation has included the polarization effect (Gordon, et al., 1988a), the sea surface roughness (wind speed) effect (Gordon and Wang, 1992; Wang, 1991; 2002), and the effect of surface atmospheric pressure variation (Gordon, et al., 1988a; Wang, 2005). In a recent work (Wang, 2016), the VIIRS spectral response function (SRF) effect on the accuracy of the TOA Rayleigh radiance computations is evaluated for all applicable solar-sensor geometries and for the VIIRS visible and NIR bands for both SNPP and JPSS-1. To understand and assess the effect of the sensor SRF on the accuracy of the TOA Rayleigh-scattering radiance computation, new TOA Rayleigh radiance LUTs over global oceans and inland waters have been generated. The new Rayleigh LUTs include spectral coverage of 335–2555 nm, all possible solar-sensor geometries, and surface wind speeds of 0–30 m/s. Using the new Rayleigh LUTs, the effect of VIIRS SRFs on the accuracy of the VIIRS TOA Rayleigh radiance computations is assessed and analyzed, showing some important errors associated with the large solar- and/or sensor-zenith angles, as well as for the large Rayleigh optical thicknesses (i.e., short wavelengths), bands with broad spectral bandwidths, and large sensor out-of-band (OOB) effects (Wang et al., 2001; Wang et al., 2016b). To accurately account for the sensor SRF effect, a new correction algorithm has been developed for VIIRS spectral bands, which improves the TOA Rayleigh radiance accuracy to ~0.01% even for the large solar-zenith angles of 70°–80°, compared with the error of ~0.7% without applying the correction for the VIIRS-SNPP 410 nm band. The same methodology that accounts for the sensor SRF effect on the Rayleigh radiance computation can be used for other satellite sensors. In addition, with the new Rayleigh LUTs, the effect of surface atmospheric pressure variation on the TOA Rayleigh radiance computation can be done precisely, and no specific atmospheric pressure correction algorithm is needed. There are some other important applications and advantages to use the new Rayleigh LUTs for satellite remote sensing, including an efficient and accurate TOA Rayleigh radiance computation for hyperspectral satellite remote sensing, detector-based TOA Rayleigh radiance computation, Rayleigh radiance calculations for high altitude lakes, and the same Rayleigh LUTs are applicable for all satellite sensors over the global ocean and inland waters. The new Rayleigh LUTs have been implemented in the MSL12 for VIIRS ocean color data processing for routine production of global ocean color and inland water products (Wang, 2016).
2.3.4.2. Improved NIR ocean reflectance correction algorithm

The NIR-SWIR method described in Section 2.3.3 has been shown to have good performance in both open oceans and turbid coastal and inland waters for the MODIS ocean color data processing, in particular, significantly improved ocean color products using the SWIR atmospheric correction over turbid coastal and inland waters. However, as in the MODIS SWIR noise issue (Wang and Shi, 2012), VIIRS SWIR bands also have significant noise issue and may still have some calibration issues. For not very turbid waters, the NIR-based ocean reflectance correction algorithms can be used (Bailey, et al., 2010; Jiang and Wang, 2014; Ruddick, et al., 2000; Stumpf, et al., 2003; Wang, et al., 2012). Stumpf et al. (2003) and Bailey et al. (2010) proposed iterative algorithms to estimate the $nL_w(\lambda)$ of the two NIR bands from visible $nL_w(\lambda)$ and derived Chl-a by exploiting the relationship between non-water absorption at the red band and Chl-a concentration, as well as the wavelength dependence on the non-water backscattering coefficients at red and NIR bands. However, Bailey et al. (2010) and Stumpf et al. (2003) algorithms may not work well for highly turbid coastal and inland waters, such as sediment-dominated or CDOM-dominated waters. In an effort to deal with the highly turbid waters in China’s east coastal region, Wang et al. (2012) developed a NIR water reflectance correction algorithm for the Korean GOCI onboard the Communication, Ocean, and Meteorological Satellite (COMS) (Wang, et al., 2013a). Based on regional empirical relationships between the NIR-$nL_w(\lambda)$ and the water diffuse attenuation coefficient at the wavelength of 490 nm $K_d(490)$, an iterative scheme with the NIR-based atmospheric correction algorithm has been developed and used for processing GOCI data for producing ocean color products (Wang, et al., 2013a). The iterative method used in Stumpf et al. (2003), Bailey et al. (2010), and Wang et al. (2012) is generally a typical approach to estimate $nL_w(\lambda)$ of the two NIR bands. On the other hand, Ruddick et al. (2000) proposed a non-iterative approach for SeaWiFS atmospheric correction for ocean color data processing over coastal and inland waters. Ruddick et al. (2000) model is also often referred to as MUMM model, with MUMM standing for the Management Unit of the North Sea Mathematical Models, which is the institute the authors are affiliated.

All these NIR $nL_w(\lambda)$ estimation approaches for atmospheric correction discussed above, in particular, the Bailey et al. (2010), MUMM (or Ruddick et al. (2000)), and Wang et al. (2012 algorithms, have advantages and disadvantages. Based on the three methods, Jiang and Wang (2014) proposed a new approach that combines Bailey et al. (2010), MUMM (or Ruddick et al. (2000)), and Wang et al. (2012) algorithms into a single algorithm, named as the BMW algorithm, while trying to overcome their disadvantages. It has been shown that the BMW algorithm produces most consistent results with the SWIR atmospheric correction approach in turbid water regions among all NIR ocean reflectance correction algorithms (Jiang and Wang, 2014). Therefore, the improved BMW NIR ocean reflectance correction algorithm has been implemented in the MSL12 software package, and has been used for the routine VIIRS global ocean color data processing.

2.3.4.3. Stray light and cloud shadow algorithm

For satellite ocean color products, there are mainly four types of cloudy-related contaminations: cloud itself, stray light due to the spreading of the light source, stray light due to
reflection and scattering of photons in nearby pixels of high TOA radiance, and cloud shadow effect. The first two types of contamination can be detected and masked using cloud masking algorithm (Wang and Shi, 2006). But, to detect pixels with cloud stray light contamination from the scattering effect and cloud shadow, some special algorithms are needed. Jiang and Wang (2013) proposed a new method for detecting the stray light and cloud shadow pixels for VIIRS. Basically, the method is based on the climatology data of \( nL_w(551) \): the VIIRS-derived \( nL_w(551) \) of a given pixel is compared with the climatology data of the pixel and its surrounding pixels (Jiang and Wang, 2013). For a pixel with the VIIRS-derived \( nL_w(551) \) out of the reference range set by the climatology \( nL_w(551) \) data, a flag for the corresponding pixel is set to indicate the pixel is contaminated by stray light or cloud shadow effects. The algorithm to identify pixels contaminated by the stray light and cloud shadowing has been implemented in the MSL12 for VIIRS global ocean color processing (Jiang and Wang, 2013). The output is a flag (a 0-1 bit) to indicate if the stray light/cloud shadow status for a given pixel.

2.3.4.4. Destriping algorithm

Similar to MODIS, the multi-detector arrangement of VIIRS gives rise to stripping noise in the solar reflective bands and thermal infrared bands. This is mainly due to the calibration or performance differences among the detectors of VIIRS. The pattern of striping noise exhibits periodicity in the along-track direction with the period equal to the number of detectors, and should be removed from the normalized water-leaving radiance \( nL_w(\lambda) \) before further deriving other ocean color products (Mikelsons, et al., 2014). Mikelsons et al. (2014) developed a destriping algorithm for the VIIRS solar reflective bands. Specifically, the destriping algorithm is applied to remove striping from VIIRS-derived normalized water-leaving radiance spectra \( nL_w(\lambda) \) obtained from solar reflective bands (Mikelsons, et al., 2014). It is important that the destriping approach not be applied to the TOA radiances because some TOA “stripping” features are real (not artifacts) (Mikelsons, et al., 2014). Although the striping has a large variance in the solar reflective bands, Mikelsons et al. (2014) have demonstrated that, with appropriately chosen parameters and adjustments, the striping noise in the solar reflective band data can be successfully removed. The sensor destriping algorithm has been implemented in MSL12 for VIIRS ocean color data processing, and shown to have a significantly improvement in imagery quality for VIIRS-derived ocean and inland water optical, biological, an biogeochemical products (Mikelsons, et al., 2014).

2.4. Ocean color products derived from \( nL_w(\lambda) \) spectra

After \( nL_w(\lambda) \) spectra are obtained using the algorithm described in Section 2.3, ocean biological and biogeochemical products such as Chl-a concentration, \( K_d(490) \), and \( K_d(PAR) \), as well as IOPs, etc., can be derived from satellite-measured \( nL_w(\lambda) \) spectra data. In this section, a suite of satellite algorithms for ocean biological and biogeochemical products is described.

2.4.1. Chl-a algorithm

For satellite ocean color remote sensing, phytoplankton Chl-a concentrations have been measured from space using empirical regressions of spectral ratios of normalized water-leaving
reflectance $\rho_{\text{wN}}(\lambda)$ (Gordon et al., 1988b; Gordon and Morel, 1983; O'Reilly, et al., 1998; O'Reilly, et al., 2000). The widely used satellite Chl-a algorithm is based on the blue-green reflectance ratio empirical algorithm, i.e., ocean chlorophyll-type (OCx) algorithm (O'Reilly, et al., 1998; O'Reilly, et al., 2000). The empirical blue-green reflectance ratio algorithm (O'Reilly, et al., 1998) has also been implemented in MSL12 and used for generating VIIRS global Chl-a data. In particular, the reflectance ratio algorithm has been adjusted for VIIRS spectral bands. Specifically, the 3-band VIIRS Chl-a algorithm (named OC3V—Ocean Chlorophyll 3-band algorithm for VIIRS) uses three VIIRS-derived $\rho_{\text{wN}}(\lambda)$ at wavelengths of 443, 486, and 551 nm. The OC3V Chl-a algorithm for VIIRS is given as follows:

$$\log_{10}[\text{Chl-a}] = c_0 + c_1 r + c_2 r^2 + c_3 r^3 + c_4 r^4,$$

where $r = \max [\rho_{\text{wN}}(443)/\rho_{\text{wN}}(551), \rho_{\text{wN}}(486)/\rho_{\text{wN}}(551)]$ (i.e., the value with a larger reflectance ratio from the two reflectance ratio values) and fitting coefficients for $c_0$, $c_1$, $c_2$, $c_3$, and $c_4$ are 0.2228, $-2.4683$, $1.5867$, $-0.4275$, and $-0.7768$, respectively. Using Eq. (11), VIIRS global Chl-a data have been routinely produced since the launch of VIIRS-SNPP.

2.4.2. $K_d(490)$ algorithm

The diffuse attenuation coefficient at the wavelength of 490 nm, $K_d(490)$, is an important water property related to light penetration and availability in aquatic systems. Accurate estimation of the diffuse attenuation coefficient is critical to understand not only physical processes such as the heat transfer in the upper layer of the ocean (Morel and Antoine, 1994; Sathyendranath, et al., 1991), but also biological processes such as phytoplankton photosynthesis in the ocean euphotic zone (Platt, et al., 1988; Sathyendranath, et al., 1989). The VIIRS $K_d(490)$ algorithm is from Wang et al. (2009a) (implemented in MSL12), which is a combination of a clear open ocean $K_d(490)$ algorithm (Mueller, 2000) and a turbid water $K_d(490)$ algorithm (Wang, et al., 2009a). In particular, for turbid coastal and inland waters, the backscattering coefficient at the wavelength 490 nm can be more accurately correlated to the irradiance reflectance at the red bands (Wang, et al., 2009a). In fact, the Wang et al. (2009a) $K_d(490)$ algorithm was developed using the MODIS-Aqua data. Specifically, VIIRS $K_d(490)$ algorithm can be expressed as (Wang, et al., 2009a):

$$K_d(490) = (1 - W) K^\text{Clear}_d(490) + W K^\text{Turbid}_d(490)$$

and for clear open ocean waters $K^\text{Clear}_d(490)$ can be written as (Mueller, 2000)

$$K^\text{Clear}_d(490) = 0.1853 \left( \frac{nL_w(486)}{nL_w(551)} \right)^{-1.349},$$

while for turbid waters $K^\text{Turbid}_d(490)$ is given by (Wang, et al., 2009a)
\[ K_{d}^{\text{Turbid}}(490) = \frac{2.697 \times 10^{-4}}{R(486)} + 1.045 \frac{R(671)}{R(486)} + 4.18 \left[ 7 \times 10^{-4} + 2.7135 R(671) \right] \left[ 1 - 0.52 \exp \left( -\frac{2.533 \times 10^{-3}}{R(486)} - 9.817 \frac{R(671)}{R(486)} \right) \right] \]  

(14)

with \( R(\lambda) \) computed from the VIIRS-derived \( n_{L_w}(\lambda) \) (Gordon, et al., 1988b; Lee, et al., 2002; Mobley, 1994) with assuming the \( Q \) factor of 4 for Case-2 waters (Loisel and Morel, 2001):

\[ R(\lambda) = \frac{4 n_{L_w}(\lambda)}{0.52 F_{0}(\lambda) + 1.7 n_{L_w}(\lambda)}, \]  

(15)

where \( F_{0}(\lambda) \) is the extraterrestrial solar irradiance (Thuillier, et al., 2003) at a given wavelength \( \lambda \). The weighting function \( W \) in Eq. (12) is given by

\[ W = -1.175 + 4.512 \frac{R_{rs}(671)}{R_{rs}(486)}, \text{ for } 0.2604 \leq \frac{R_{rs}(671)}{R_{rs}(486)} \leq 0.4821, \]  

(16)

with \( W = 0 \) for \( W \leq 0 \) and \( W = 1 \) for \( W \geq 1 \) from Eq. (16). It is noted that the weighting function in Eq. (16) is applied to \( K_{d}(490) \) between \(-0.3\)–\(-0.6 \) m\(^{-1}\) (Wang, et al., 2009a). In fact, in Eq. (12) \( K_{d}^{\text{Clear}}(490) \) is the model for open oceans, i.e., from Mueller (2000) (Eq. (13)), and \( K_{d}^{\text{Turbid}}(490) \) is the model for turbid coastal and inland waters, i.e., from Wang et al. (2009a) (Eq. (14)). Thus, for values of \( K_{d}(490) \leq -0.3 \) m\(^{-1}\), \( K_{d}(490) \) in Eq. (12) produces diffuse attenuation coefficient using the \( K_{d}^{\text{Clear}}(490) \) model, while for values of \( K_{d}(490) \geq -0.6 \) m\(^{-1}\) the \( K_{d}^{\text{Turbid}}(490) \) model is used in Eq. (12). For values of \( K_{d}(490) \) between \(-0.3\)–\(-0.6 \) m\(^{-1}\), a weight according to Eq. (16) is used to combine values produced from models of \( K_{d}^{\text{Clear}}(490) \) and \( K_{d}^{\text{Turbid}}(490) \) (Wang, et al., 2009a). Therefore, VIIRS \( K_{d}(490) \) data have been routinely produced using the Wang et al. (2009a) algorithm (Eqs. (12)–(16)) for global open oceans and coastal/inland waters (Wang, et al., 2016a; Wang, et al., 2014; 2015a; Wang, et al., 2013b).

### 2.4.3. \( K_{d}(\text{PAR}) \) algorithm

Although \( K_{d}(490) \) is generally used for the clarity of the water column, there is a need for a satellite-derived diffuse attenuation coefficient for the photosynthetically available radiation (PAR), \( K_{d}(\text{PAR}) \), to estimate heat flux within the upper water column in oceanic and atmospheric circulation models (Gnanadesikan et al., 2010; Rochford et al., 2001). For example, \( K_{d}(\text{PAR}) \) is one of the required inputs to the Hybrid Coordinate Ocean Model (HYCOM) (Chassignet et al., 2007; Chassignet et al., 2003) used in the NOAA National Centers for Environmental Prediction (NCEP). HYCOM is a primitive-equation for the ocean general circulation model that evolved from the Miami Isopycnic-Coordinate Ocean Model (MICOM) (Bleck, 2002).

In general, \( K_{d}(490) \) can be used as a surrogate for \( K_{d}(\text{PAR}) \) for phytoplankton primary production models (IOCCG, 2004). Studies have shown that there are robust correlations between \( K_{d}(490) \) and \( K_{d}(\text{PAR}) \) in various ocean waters (Kratzer et al., 2003; Morel, et al., 2007; Pierson et al., 2008; Wang, et al., 2009a), but the relationship generally varies regionally with a
wide range. Using the similar approach of Wang et al. (2009a) for $K_d(490)$, Son and Wang (2015) developed a new $K_d$(PAR) algorithm which combines the $K_d$(PAR) for clear open oceans and turbid coastal/inland waters as follows:

$$K_d(PAR) = (1 - W)K_d^{\text{Clear}}(\text{PAR}) + WK_d^{\text{Turbid}}(\text{PAR})$$  \hspace{1cm} (17)

where $K_d^{\text{Clear}}$(PAR) (Morel et al., 2007), $K_d^{\text{Turbid}}$(PAR) (Wang et al., 2009a), and weight $W$ are defined as (Son and Wang, 2015):

$$K_d^{\text{Clear}}(\text{PAR}) = 0.0864 + 0.8K_d(490) - 0.00137[K_d(490)]^{-1},$$  \hspace{1cm} (18)

$$K_d^{\text{Turbid}}(\text{PAR}) = 0.8045[K_d(490)]^{0.917},$$  \hspace{1cm} (19)

and

$$W = 0, \text{ for } \rho_{wN}(671)/\rho_{wN}(486) < 0.2604,$$

$$W = -1.175 + 4.512 \rho_{wN}(671)/\rho_{wN}(486), \text{ for } 0.2604 \leq \rho_{wN}(671)/\rho_{wN}(486) \leq 0.4821,$$

$$W = 1, \text{ for } \rho_{wN}(671)/\rho_{wN}(486) > 0.4821.$$  \hspace{1cm} (20)

As shown in Eqs. (17)–(20), $K_d$(PAR) is actually converted from $K_d(490)$, which is derived from Wang et al. (2009a) as described in the previous section. In fact, for clear waters (with low reflectance ratio values), $K_d$(PAR) data are derived from the Morel et al. (2007) model (Eq. (18)), while for turbid coastal and inland waters (with high reflectance ratio values) the Wang et al. (2009a) algorithm (Eq. (19)) is used for $K_d$(PAR) computation. Between these two $K_d$(PAR) models, there are transition values using Eqs. (17)–(20) to have smooth $K_d$(PAR) product across all $K_d$(PAR) values (Son and Wang, 2015).

### 2.4.4. Inherent Optical Properties (IOPs) algorithm

IOPs, i.e., absorption and backscattering coefficients, are directly linked to the constituents in the water, and their values can be used to determine the type of water, subsurface light intensity, solar heat flux with depth, turbidity, pigment concentration, and sediment loading to name a few applications. Methods to accurately retrieve these optical properties remotely have been under investigation for several decades, and algorithms from empirical to full-spectral optimization have been proposed. In MSL12, the quasi-analytical algorithm (QAA) developed by Lee et al. (2002) has been implemented for generating the IOP products from VIIRS measurements. QAA is based on remote-sensing reflectance models derived from the radiative transfer equation, and values of total absorption and backscattering coefficients are analytically calculated from values of remote-sensing reflectance (Lee, et al., 2002). In the calculation of total absorption coefficient, no spectral models for phytoplankton pigment and CDOM absorption coefficients are used. Actually, those absorption coefficients are spectrally decomposed from the derived total absorption coefficient in a separate calculation. The output products of the QAA include the total absorption and backscattering coefficients ($a(\lambda)$ and $b_b(\lambda)$), the decomposed absorption coefficients of phytoplankton pigment ($a_{ph}(\lambda)$) and CDOM
(a_{bs}(\lambda)), and backscattering coefficient of suspended particles (b_{op}(\lambda)) for the five VIIRS visible M-bands at 410, 443, 486, 551, and 671 nm. Thus, MSL12 can produce total IOP products from VIIRS measurements as 5 (IOPs) × 5 (spectral bands) = 25 parameters. However, it should be noted that VIIRS-derived IOPs are experimental products.

### 2.4.5. Chl-a derived from the OCI algorithm

Recent studies have been reported that the empirical estimation of Chl-a from the ocean color satellites using the blue-green reflectance ratio can have considerable noise errors for oligotrophic waters over cases such as patchiness, speckle noises, and spatial incoherence (Dierssen, 2010; Hu, et al., 2012; Wang and Son, 2016). A new Chl-a algorithm based on the color index (CI), which is defined as remote sensing reflectance (R_{rs}(\lambda)) at the green band and a reference formed linearly by R_{rs}(\lambda) at the blue and red bands, has been developed for the ocean color remote sensing (Hu, et al., 2012). The CI-based Chl-a algorithm has also been implemented in MSL12 for deriving VIIRS Chl-a data over oligotrophic waters (Wang and Son, 2016). In fact, Hu et al. (2012) and Wang and Son (2016) show that over oligotrophic ocean waters the CI-based Chl-a algorithm significantly reduces Chl-a data errors, which are induced by instrument noise and calibration errors, as well as from imperfect atmospheric correction such as contamination from sun glint, whitecap correction, aerosol correction, and some other errors.

Since the CI-based Chl-a algorithm (reflectance difference-based) is only applicable to the oligotrophic waters with Chl-a < ~0.3 mg m\(^{-3}\), the reflectance ratio-based OC3V algorithm for VIIRS is still needed for Chl-a > ~0.3 mg m\(^{-3}\). This new Chl-a algorithm that combines two types of Chl-a algorithms (OCx-based and CI-based) is called ocean color index (OCI) algorithm (Hu, et al., 2012). Wang and Son (2016) proposed a new approach that utilizes both OC3V and CI-based algorithms, and improved the two algorithms merging method using the blue-green reflectance ratio values. Specifically, the new OCI Chl-a algorithm for VIIRS (i.e., using VIIRS bands at 443, 551, and 671 nm) can be written as:

\[
CI = R_{rs}(551) - 0.526 R_{rs}(443) - 0.474 R_{rs}(671)
\]

\[
[Chl-a]_{CI} = 10^{216.76CI - 0.4093}.
\]

We define Chl-a data derived from OC3V and CI as [Chl-a]_{OC3V} and [Chl-a]_{CI}, respectively, and follow Hu et al. (2012) to define the merged Chl-a algorithm based on OC3V and CI as OCI. The OCI Chl-a algorithm for VIIRS can then be written as

\[
[Chl-a]_{OCI} = [Chl-a]_{CI} \text{ for } r > 4,
\]

\[
[Chl-a]_{OCI} = w[Chl-a]_{CI} + (1 - w)[Chl-a]_{CI} \text{ for } 2 < r \leq 4, \text{ and}
\]

\[
[Chl-a]_{OCI} = [Chl-a]_{OC3V} \text{ for } r \leq 2
\]

with the weight of
\[ w = 0.5(r - 2) \text{ for } 2 < r \leq 4, \]
\[ w = 0 \text{ for } r \leq 2, \text{ and} \]
\[ w = 1 \text{ for } r > 4 \]  \hspace{1cm} (23)

and \( r = \frac{R_{\text{ns}}(443)}{R_{\text{ns}}(551)} \) (blue-green reflectance ratio). VIIRS-OCI Chl-a algorithm as described in Eqs. (21)–(23) has been implemented into the MSL12 ocean color data processing system for deriving VIIRS global Chl-a data (Wang and Son, 2016).

Advantages to use the CI-based Chl-a algorithm over oligotrophic waters have been well demonstrated (Hu, et al., 2012; Wang and Son, 2016). In fact, using the MOBY in situ optics data, Wang and Son (2016) have conclusively shown that the OCI-based Chl-a algorithm can produce much improved VIIRS Chl-a data. Figure 5 shows VIIRS-derived Chl-a data compared with those derived from MOBY in situ reflectance data. It should be noted that results from Fig. 5 essentially show the effect of errors in satellite-measured \( nL_\text{w}(\lambda) \) data on the Chl-a algorithm. Figures 5a and 5b are Chl-a comparison results derived using the OC3V and the original OCI-based algorithm by Hu et al. (2012) with both using the IDPS-SDR, while Figs. 5c and 5d are Chl-a results using the OC3V and the new OCI algorithm by Wang and Son (2016) with both using the improved OC-SDR. Figure 5 shows that using the OCI-based algorithms Chl-a data are significantly improved with considerably reduced sensor noise and calibration errors (i.e., Fig. 5a versus Fig. 5b), as well as atmospheric correction errors (i.e., Fig. 5c versus Fig. 5d). It should be noted that differences between Figs 5a and 5c (or Figs 5b and 5d) are due to different sensor calibrations, showing that instrument calibration has been significantly improved with the OC-SDR. Results also show that the OCI-based Chl-a algorithm is quite effective to remove instrument noise and calibration errors (Fig. 5a versus Fig. 5b) for oligotrophic waters. Therefore, from these algorithm performance evaluation results, it shows that the new OCI-based Chl-a algorithm can produce improved VIIRS Chl-a data particularly over oligotrophic waters.

It should be particularly noted that, although the OCI-based VIIRS Chl-a product is still as experimental data, the product will soon be standard one in replace the OC3V-based Chl-a data.

### 2.4.6. Photosynthetically available radiation (PAR)

Photosynthetically available radiation (PAR) is defined as solar radiation in spectral range from 400–700 nm that photosynthetic organisms are able to use in the process of photosynthesis. For ocean color applications, PAR is estimated daily (i.e., 24-hour averaged) for PAR value reaching ocean surface (expressed in Einstein/m²/d) (Frouin et al., 2003). In fact, PAR is an important parameter for ocean phytoplankton primary productivity computations. VIIRS PAR product has been generated using the same PAR algorithm for SeaWiFS and MODIS (Frouin, et al., 2003; Frouin et al., 2012), which has been implemented in MSL12 using the input of the VIIRS TOA radiance data at M1–M5 bands (410–671 nm).
2.5. Algorithm Outputs

The MSL12 generates VIIRS EDR data file in NetCDF-4 format, which also complies with the Climate and Forecast (CF) Conventions as international standards. Specifically, the output EDR file contains the following standard data products: \( nL_\nu(\lambda) \) for VIIRS M1–M5 bands at 410, 443, 486, 551, and 671 nm, Chl-a using the OC3V algorithm, \( K_d(490) \), and \( K_d(PAR) \), with total of eight products. In addition, the following experimental products can be optionally generated: Chl-a using the OCI algorithm, IOPs at VIIRS M1–M5 bands, and PAR, with currently total of 27 parameters. It should be noted that experimental products would be promoted to standard ones as they become matures and validated. New experimental products will also be added when

Figure 5. VIIRS-derived Chl-a data compared with those derived from the in situ MOBY optics data using the same Chl-a algorithm of (a) the OC3V with IDPS-SDR, (b) the original CI-based algorithm by Hu et al. (2012) with IDPS-SDR, (c) the OC3V with OC-SDR, and (d) the new OCI algorithm of Wang and Son (2016) with OC-SDR. Note that differences between results in (a) and (c) and between (b) and (d) are due to using different SDR, i.e., IDPS-SDR for (a) and (c) versus OC-SDR for (b) and (d). These are reproduced from Wang and Son (2016).
they are deemed to be useful. A list of the current standard and experimental products from MSL12 ocean color data processing system is summarized in Table 3. Details of the L2 Flags in Table 3 are described in Table 4 with noted default masks used in Level-2 and Level-3 ocean color data processing using MSL12. In Table 4, the current default thresholds for solar-zenith angle, sensor-zenith angle, and Chl-a range are 70°, 60°, and 0–100 mg m\(^{-3}\), respectively. The default values for high AOT at 862 nm, very low \(nL_w(\lambda)\) at the green band, and the maximum iteration for the NIR iteration are 0.3, 0.15 mW cm\(^{-2}\) \(\mu m\m^{-1}\) sr\(^{-1}\), and 10, respectively.

### Table 3. List of VIIRS ocean color products.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Product Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>(nL_w(\lambda))</td>
<td>Normalized water-leaving radiances at VIIRS M1–M5 bands</td>
<td>Standard</td>
</tr>
<tr>
<td>Chl-a (OC3V)</td>
<td>Chl-a concentration using the OC3V algorithm</td>
<td>Standard</td>
</tr>
<tr>
<td>(K_d(490))</td>
<td>Diffuse attenuation coefficient at the wavelength of 490 nm</td>
<td>Standard</td>
</tr>
<tr>
<td>(K_d(PAR))</td>
<td>Diffuse attenuation coefficient at the domain associated with the PAR</td>
<td>Standard</td>
</tr>
<tr>
<td>L2 Flags</td>
<td>Level-2 data quality flags</td>
<td>Standard</td>
</tr>
<tr>
<td>Chl-a (OCI)</td>
<td>Chl-a concentration using the OCI algorithm</td>
<td>Experimental</td>
</tr>
<tr>
<td>(a(\lambda))</td>
<td>Total absorption coefficient at VIIRS M1–M5 bands</td>
<td>Experimental</td>
</tr>
<tr>
<td>(a_{ph}(\lambda))</td>
<td>Absorption coefficient of phytoplankton pigments at VIIRS M1–M5 bands</td>
<td>Experimental</td>
</tr>
<tr>
<td>(a_{dg}(\lambda))</td>
<td>Absorption coefficient of gelbstoff and detritus at VIIRS M1–M5 bands</td>
<td>Experimental</td>
</tr>
<tr>
<td>(b_b(\lambda))</td>
<td>Total backscattering coefficient at VIIRS M1–M5 bands</td>
<td>Experimental</td>
</tr>
<tr>
<td>(b_{bg}(\lambda))</td>
<td>Backscattering coefficient of suspended particles at VIIRS M1–M5 bands</td>
<td>Experimental</td>
</tr>
<tr>
<td>PAR</td>
<td>Photosynthetically available radiation at ocean surface</td>
<td>Experimental</td>
</tr>
</tbody>
</table>

### 2.6. VIIRS Ocean Color Data Processing Streams

NOAA Ocean Color Team has been focusing on the “end-to-end” production of high quality satellite ocean color products. It has been shown that the operational IDPS-SDR has some considerable calibration issues (Sun and Wang, 2015c; 2016), which have significantly impacted the VIIRS ocean color data quality (Wang, et al., 2016a; Wang, et al., 2014; 2015a). Therefore, Ocean Color Team has put considerable efforts into on-orbit sensor calibration by re-examining and fixing errors in the current calibration methods, in particular, adding the effect of lunar
With the improved sensor calibration using both the solar and lunar approaches, the science quality SDR data have been routinely processed from the RDR (or Level-0 data). The NOAA Ocean Color Team has successfully carried out global mission-long VIIRS ocean color data reprocessing from the RDR to SDR, and SDR to ocean color EDR.

**Table 4.** List of VIIRS ocean color Level-2 flags. The flag bits used for default masking for Level-2 and Level-3 ocean color data processing are labeled “On” in the “L2 Mask Default” and “L3 Mask Default” column, respectively.

<table>
<thead>
<tr>
<th>Bit</th>
<th>Name</th>
<th>Brief Description</th>
<th>L2 Mask Default</th>
<th>L3 Mask Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>ATMFAIL</td>
<td>Atmospheric correction failure</td>
<td>On</td>
<td></td>
</tr>
<tr>
<td>01</td>
<td>LAND</td>
<td>Pixel is over land</td>
<td>On</td>
<td>On</td>
</tr>
<tr>
<td>03</td>
<td>HIGLINT</td>
<td>Strong sun glint contamination</td>
<td>On</td>
<td>On</td>
</tr>
<tr>
<td>05</td>
<td>HITSATZEN</td>
<td>Sensor-zenith angle exceeds threshold</td>
<td></td>
<td>On</td>
</tr>
<tr>
<td>06</td>
<td>COASTZ</td>
<td>Pixel is over shallow water</td>
<td></td>
<td>On</td>
</tr>
<tr>
<td>07</td>
<td>LANDADJ</td>
<td>Probable land-adjacent effect contamination</td>
<td>On</td>
<td>On</td>
</tr>
<tr>
<td>09</td>
<td>CLOUD</td>
<td>Probable cloud contamination</td>
<td>On</td>
<td>On</td>
</tr>
<tr>
<td>11</td>
<td>TURBIDW</td>
<td>Turbid water detected</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>HISOLZEN</td>
<td>Solar-zenith angle exceeds threshold</td>
<td></td>
<td>On</td>
</tr>
<tr>
<td>13</td>
<td>HITAU</td>
<td>High aerosol optical thickness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>LOWLW</td>
<td>Very low water-leaving radiance at green band</td>
<td></td>
<td>On</td>
</tr>
<tr>
<td>15</td>
<td>CHLFAIL</td>
<td>Chl-a algorithm failure</td>
<td></td>
<td>On</td>
</tr>
<tr>
<td>16</td>
<td>NAVWARN</td>
<td>Navigation quality is suspect</td>
<td></td>
<td>On</td>
</tr>
<tr>
<td>17</td>
<td>ABSAER</td>
<td>Absorbing aerosols detected</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>CLDSTDHSTL</td>
<td>Cloud straylight or shadow contamination</td>
<td></td>
<td>On</td>
</tr>
<tr>
<td>19</td>
<td>MAXAERITER</td>
<td>Maximum iterations reached for the NIR iteration</td>
<td></td>
<td>On</td>
</tr>
<tr>
<td>20</td>
<td>MODGLINT</td>
<td>Moderate sun glint contamination</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>CHLWARN</td>
<td>Chl-a is out of range</td>
<td></td>
<td>On</td>
</tr>
<tr>
<td>22</td>
<td>ATMWARN</td>
<td>Atmospheric correction is suspect</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>ALGICE</td>
<td>Sea ice pixel identified from $nL_w(\lambda)$ spectrum</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>SEAICE</td>
<td>Sea ice pixel identified from ancillary files</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>NAVFAIL</td>
<td>Navigation failure</td>
<td></td>
<td>On</td>
</tr>
<tr>
<td>29</td>
<td>FROMSWIR</td>
<td>Derived from the SWIR atmospheric correction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>OCEAN</td>
<td>Pixel is over ocean/water</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For routine forwarding global data processing, in order to meet requirements from all users (e.g., operational, research, modeling, etc.), VIIRS ocean color data are processed in two types of data streams as described below.

1. The near-real-time (NRT) ocean color data products, which have the characteristics of (a) quick turn around with ~12-24 hours data latency, (b) using the standard/operational VIIRS SDR data (i.e., IDPS-SDR), (c) ancillary data using the Global Forecast System (GFS) model, and (d) global data may not be complete due to various issues.

2. The science quality ocean color data products, which have the characteristics of (a) delayed about one-two weeks, (b) using the improved SDR (science quality SDR), (c) science quality (assimilated) ancillary data from NCEP, (d) complete global coverage, and (e) reprocessed mission-long ocean color data and continue-forward data stream for consistency.

Therefore, the major advantage from the NRT data stream is a quick turn around in data latency that is useful for timely applications (e.g., ocean spatial variation and anomaly monitoring and characterization), while for the science quality data stream the important feature is its high accuracy and consistency that are necessary for scientific research and applications. It is noted that differences of ancillary data used in the NRT and science quality data streams are described in detail in Ramachandran and Wang (2011).

In the NRT data stream, the NIR atmospheric correction algorithm (Section 2.3.1) with the BMW NIR ocean reflectance correction algorithm (Section 2.3.4.2) is used. For the science quality data processing, three independent data streams are running with the NIR-BMW, SWIR (Section 2.3.2), and NIR-SWIR (Section 2.3.3) atmospheric correction algorithms, respectively. Since VIIRS SWIR bands still have sensor calibration issues, the SWIR and NIR-SWIR data streams are still experimental and for evaluation only. Therefore, the VIIRS ocean color product validations are mainly performed on the science quality NIR-BMW data stream. Figure 6 shows the VIIRS climatology (2012–2016) \( nL_{w}(\lambda) \) at bands M1 to M5 (Figs. 6a–6e), Chl-a (Fig. 6f), \( K_{d}(490) \) (Fig. 6g), and \( K_{d}(PAR) \) (Fig. 6h) images of the global ocean in the science quality NIR-BMW data stream.

2.7. Algorithm Validation

In this section, we provide some algorithm evaluation and validation results, which mainly compared satellite results with those from in situ measurements. Some detailed data analysis (e.g., from statistics comparison and analysis) is also provided. Evaluation and validation results are mostly focused on the VIIRS standard ocean color products. In addition, for effective evaluations of VIIRS ocean color data quality, global Level-3 VIIRS 8-day ocean color data over oligotrophic and deep waters are compared with those from MODIS-Aqua, showing the two data sets are generally consistent. MODIS-Aqua data are downloaded directly from the NASA Ocean Biology Processing Group (OBPG) website. As discussed before, algorithm validation results from MODIS can generally also be applied to VIIRS.
Figure 6. VIIRS climatology (2012–2016) $nL_w(\lambda)$ at M1–M5 bands, Chl-a, $K_d(490)$, and $K_d$(PAR) images of the global ocean of the NIR-based (BMW) science quality data stream.

$Chl$-a (Logscale: 0.01-64) (mg m$^{-3}$)
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2.7.1. Routine data monitoring using MOBY in situ data

In situ hyperspectral radiometric data measured at the MOBY site (Clark, et al., 1997) moored off the island of Lanai in Hawaii (http://moby.mlml.calstate.edu/MOBY-data) are routinely used to monitor VIIRS ocean color EDR products (Wang, et al., 2015b). The MOBY program (currently funded by NOAA) has been providing consistently high-quality clear-ocean hyperspectral optics data since 1997, supporting the vicarious calibration for various satellite ocean color missions (Eplee Jr., et al., 2001; Franz, et al., 2007; Gordon, 1998; Wang and Gordon, 2002; Wang, et al., 2016c), e.g., SeaWiFS, MODIS, MERIS, VIIRS, etc. To monitor, evaluate, and assess VIIRS SDR and ocean color EDR products, in situ $nL_w(\lambda)$ measurements at the VIIRS-spectrally-weighted bands, i.e., at VIIRS nominal center wavelengths of 410, 443, 486, 551, and 671 nm from January 2012 to the present are routinely obtained from the NOAA CoastWatch website (http://coastwatch.noaa.gov/moby/). In addition to the vicarious calibration, it is particularly useful to monitor and evaluate the VIIRS on-orbit calibration performance and stability of the SDR and OC EDR by comparing VIIRS-derived $nL_w(\lambda)$ with those from MOBY in situ measurements (Wang, et al., 2016a; Wang, et al., 2014; 2015a; Wang, et al., 2013b; Wang, et al., 2015b).

For matchup comparison, VIIRS-measured $nL_w(\lambda)$, Chl-a, and $K_d(490)$ data were extracted from Level-2 data files using an 5×5 box centered at the location of in situ measurements, following the matchup procedure outlined by Wang et al. (2009b). For Chl-a and $K_d(490)$ comparisons, MOBY in situ $nL_w(\lambda)$ data were used to derive Chl-a and $K_d(490)$ data using the same VIIRS OC3V Chl-a and $K_d(490)$ algorithms in the MSL12 ocean color data processing. Time series of the MSL12-derived VIIRS $nL_w(\lambda)$, Chl-a, and $K_d(490)$ data, corresponding to MOBY in situ measurements, are constructed and compared with those from in situ data for assessments of the VIIRS observations. Figure 7 provides time series of MSL12-derived Chl-a, $K_d(490)$, and $nL_w(\lambda)$ at wavelengths of 410 nm (M1), 443 nm (M2), 486 nm (M3), 551 nm (M4), and 671 nm (M5) compared with those from MOBY in situ measurements (from the top to the bottom rows) for the VIIRS-SNPP period of January 1, 2012 to April 24, 2017. It is noted that, for MOBY in situ data, both quality-I (Q1, high quality data) and quality-II (Q2, data may have some quality issues) are used. MOBY high quality optics data (Q1 data with red dots) are used for vicarious calibration, but Q2 data (black dots) can also be used for product monitoring purpose as shown in Fig. 7. It is noted again that MOBY Chl-a and $K_d(490)$ data are derived from MOBY in situ optics data using the same VIIRS Chl-a and $K_d(490)$ algorithms. Results in Fig. 7 show that the MSL12-derived VIIRS $nL_w(\lambda)$ data generally correspond well to MOBY in situ values in most of wavelengths. The recently reprocessed (April 2017) science quality ocean color EDR data are compared with MOBY in situ measurements, and the results are provided in Table 5. Table 5 shows VIIRS-derived ocean color products compared with MOBY in situ data for both ratio values and difference values, showing that comparisons are excellent. For relatively high values (e.g., $nL_w(\lambda)$ at the blue bands), the ratio values can provide valid comparisons, while for low values (e.g., $nL_w(\lambda)$ at the red band) the difference comparisons should be used. It should be particularly noted that MOBY in situ data are used for data variation monitoring and assessment, and not for the ocean color data validation.
Figure 7. Comparisons of VIIRS-derived ocean color products (blue crosses) with MOBY in situ data (derived routinely), with the red and black dots in MOBY data corresponding to quality-I (Q1) and quality-II (Q2), respectively.
### Table 5

Average (AVG), standard deviation (STD), and number of data (Num) for the ratio and difference between VIIRS ocean color data (science quality) and MOBY in situ data for $nL_w(\lambda)$ at VIIRS M1–M5 bands, as well as derived Chl-a and $K_d(490)$. Difference in percent (Diff (%)) is also provided. VIIRS ocean color products are from the latest data reprocessing in April 2017.

<table>
<thead>
<tr>
<th>Product</th>
<th>Ratio (VIIRS/In Situ)</th>
<th>Difference (VIIRS–In Situ)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AVE</td>
<td>MED</td>
</tr>
<tr>
<td>$nL_w(410)$</td>
<td>1.0179</td>
<td>1.0153</td>
</tr>
<tr>
<td>$nL_w(443)$</td>
<td>1.0159</td>
<td>1.0119</td>
</tr>
<tr>
<td>$nL_w(486)$</td>
<td>1.0164</td>
<td>1.0124</td>
</tr>
<tr>
<td>$nL_w(551)$</td>
<td>1.0276</td>
<td>1.0098</td>
</tr>
<tr>
<td>$nL_w(671)$</td>
<td>1.1219</td>
<td>1.0045</td>
</tr>
<tr>
<td>Chl-a</td>
<td>1.0265</td>
<td>1.0036</td>
</tr>
<tr>
<td>$K_d(490)$</td>
<td>0.9941</td>
<td>0.9846</td>
</tr>
</tbody>
</table>

#### 2.7.2. Routine data monitoring and evaluation using AERONET-OC in situ data

Aerosol Robotic Network (AERONET) program is a federation of ground-based remote sensing aerosol networks, which is developed to sustain atmospheric studies at various scales with measurements from worldwide distributed autonomous sun-photometers (Holben et al., 1998). AERONET–Ocean Color (AERONET-OC) is an extension to the AERONET program to support marine applications (Zibordi et al., 2009). AERONET-OC provides the additional capability of measuring the radiance emerging from the sea/water (i.e., water-leaving radiance) with modified sun-photometers installed on offshore platforms like lighthouses, oceanographic and oil towers. AERONET-OC is instrumental in satellite ocean color validation activities through standardized measurements of (a) performed at different sites with a single measuring system and protocol, (b) calibrated with an identical reference source and method, and (c) processed with the same code.

NOAA has been supporting operations of three AERONET-OC stations for VIIRS ocean color product validation: Wave-Current Information System (CSI), Long Island Sound Coastal Observatory (LISCO), and University of Southern California (USC). Recently, NOAA has also supported to establish a new AERONET-OC site in Lake Erie. In situ $nL_w(\lambda)$ measurements from the three AERONET-OC sites at about the VIIRS bands, i.e., at wavelengths of 410, 443, 486, 551, and 671 nm from January 2012 to the present are used to evaluate and validate VIIRS-measured $nL_w(\lambda)$ spectra data. Same as MOBY matchup comparison, VIIRS-measured $nL_w(\lambda)$ data were extracted from OC EDR data files using an 5×5 box centered at the location of AERONET-OC stations, following the matchup procedure outlined by Wang et al. (2009b). Table 6 provides quantitative comparison between VIIRS and AERONET-OC in situ data. It can be seen that the VIIRS-derived $nL_w(\lambda)$ are almost perfect matches to the in situ measurements at the USC station, while they are somewhat overestimated for the short blue bands at the CSI and
LISCO sites. It is noted that the three AERONET-OC stations are all close to the coast, thus the ocean color measurements at these stations represent coastal or Case-2 waters.

**Table 6.** Average (AVG), standard deviation (STD), and number of data (Num) for the ratio and difference between VIIRS ocean color data (science quality) and in situ data from the three AERONET-OC sites (CSI, LISCO, and USC) for $nL_o(\lambda)$ at VIIRS M1–M5 bands. Difference in percent (Diff (%)) is also provided. VIIRS ocean color products are from the latest data reprocessing in April 2017.

<table>
<thead>
<tr>
<th>Site</th>
<th>OC Product</th>
<th>Ratio (VIIRS/In Situ)</th>
<th>Difference (VIIRS–In Situ)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AVE</td>
<td>MED</td>
</tr>
<tr>
<td>CSI</td>
<td>$nL_o(410)$</td>
<td>1.291</td>
<td>1.107</td>
</tr>
<tr>
<td></td>
<td>$nL_o(443)$</td>
<td>1.222</td>
<td>1.099</td>
</tr>
<tr>
<td></td>
<td>$nL_o(486)$</td>
<td>1.411</td>
<td>1.045</td>
</tr>
<tr>
<td></td>
<td>$nL_o(551)$</td>
<td>1.064</td>
<td>1.031</td>
</tr>
<tr>
<td></td>
<td>$nL_o(671)$</td>
<td>1.264</td>
<td>1.209</td>
</tr>
<tr>
<td>LISCO</td>
<td>$nL_o(410)$</td>
<td>1.445</td>
<td>0.872</td>
</tr>
<tr>
<td></td>
<td>$nL_o(443)$</td>
<td>1.010</td>
<td>0.834</td>
</tr>
<tr>
<td></td>
<td>$nL_o(486)$</td>
<td>0.811</td>
<td>0.757</td>
</tr>
<tr>
<td></td>
<td>$nL_o(551)$</td>
<td>0.867</td>
<td>0.843</td>
</tr>
<tr>
<td></td>
<td>$nL_o(671)$</td>
<td>0.708</td>
<td>0.754</td>
</tr>
<tr>
<td>USC</td>
<td>$nL_o(410)$</td>
<td>1.092</td>
<td>1.021</td>
</tr>
<tr>
<td></td>
<td>$nL_o(443)$</td>
<td>1.042</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>$nL_o(486)$</td>
<td>0.979</td>
<td>0.965</td>
</tr>
<tr>
<td></td>
<td>$nL_o(551)$</td>
<td>0.925</td>
<td>0.909</td>
</tr>
<tr>
<td></td>
<td>$nL_o(671)$</td>
<td>0.640</td>
<td>0.578</td>
</tr>
</tbody>
</table>

### 2.7.3. Validation of the SWIR and NIR-SWIR atmosphere correction algorithms

Figure 8 shows a sample image along the U.S. east coast region generated by Wang and Shi (2007) using three algorithms: NIR-, SWIR-, and NIR-SWIR-based atmospheric correction algorithms. Results in the top panel of Figs. 8(a)–8(d) are MODIS-Aqua-derived Chl-a and $nL_o(\lambda)$ at wavelengths of 443 nm ($nL_o(443)$), 531 nm ($nL_o(531)$), and 667 nm ($nL_o(667)$), respectively, which were obtained using the standard-NIR data processing approach. Figures 8(e)–8(h) (the middle panel) are results corresponding to the same parameters derived using the SWIR atmospheric correction method, while images in Figs. 8(i)–8(l) (the bottom panel) are the corresponding results using the NIR-SWIR combined data processing approach. Judging the results by examining overall image quality (e.g., data smoothness, number of missing data, etc.), Fig. 8 shows that, while the standard-NIR method produces good quality ocean color products further offshore, the standard data processing outputs results with noticeable noise and significant missing data in the coastal regions, e.g., regions in and/or around the Chesapeake
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Bay, Outer Banks, and Delaware Bay. Alternatively, results in Figs. 8(e)–8(h) show that the SWIR algorithm can significantly improve ocean color products in coastal near-shore regions, but further offshore there is substantial noise and data dropout in the derived products, e.g., results from regions around the northern Delaware Bay. Thus, the advantages of using the NIR-SWIR combined method for the MODIS-Aqua ocean color data processing are readily demonstrated in Figs. 8(i)–8(l). The NIR-SWIR method has not only produced improved ocean color products in near-shore coastal regions, it has also preserved the high quality data products in further offshore. Similar results are routinely obtained from VIIRS-SNPP measurements using the NIR-, SWIR-, and NIR-SWIR-based atmospheric correction algorithms.

Figure 8. MODIS-Aqua measurements acquired along the U.S. east coast region on April 5, 2004 for the images of Chl-a, $nL_w(443)$, $nL_w(531)$, and $nL_w(667)$, respectively. Panels (a)–(d) are results from the standard-NIR method; panels (e)–(h) are results from the SWIR method; and panels (i)–(l) are results from the NIR-SWIR combined method. These are reproduced from Wang and Shi (2007).
Figure 9. MODIS-Aqua-derived $n_{L_w}(\lambda)$, Chl-a, and $K_d(490)$ data compared with in situ measurements using (a) and (b) the NIR algorithm, (c) and (d) the SWIR algorithm, and (e) and (f) the NIR-SWIR combined method. They are reproduced from Wang et al. (2009b).
Using the NASA maintained ocean optical and biological in situ data that were collected during 2002–2005 (Werdell and Bailey, 2005), Wang et al. (2009b) evaluated the performance of atmospheric correction algorithms for the ocean color products from MODIS-Aqua. Specifically, algorithms using the SWIR bands and NIR-SWIR combined method are evaluated, compared to the match up results from the standard NIR-based algorithm. Figure 9 shows the comparison between the MODIS-Aqua-derived and in situ measured ocean color products for various cases. The ocean color products included in these results are $nL_w(\lambda)$ at MODIS wavelengths of 412, 443, 488, 531, 551, and 667 nm, Chl-a, and $K_d(490)$. Figures 9(a), 9(c), and 9(e) show $nL_w(\lambda)$ comparisons, while Figs. 9(b), 9(d), and 9(f) are evaluations for Chl-a and $K_d(490)$. Figures 9(a), 9(c), and 9(e) are MODIS-Aqua-derived $nL_w(\lambda)$ results compared with the in situ measurements, corresponding to cases for which MODIS-Aqua data are processed using the standard-NIR, SWIR, and NIR-SWIR combined atmospheric correction algorithm, respectively. Figures 9(b), 9(d), and 9(f) are results of the Chl-a and $K_d(490)$ matchups corresponding to MODIS-Aqua data processed with the three different algorithms.

For $nL_w(\lambda)$ results, the slopes of the overall match-ups using the SWIR and NIR-SWIR methods (Figs. 9(c) and 9(e)) have been improved compared with those using the standard-NIR method (Fig. 9(a)). However, the SWIR method produced increased product noise (Wang and Shi, 2012), which can be seen in Fig. 9 and is also indicated from the reduced correlation coefficient for the match-ups. The slopes in the overall $nL_w(\lambda)$ match-ups for the standard-NIR, SWIR, and NIR-SWIR methods are 0.841, 0.949, and 0.962 with their corresponding correlation coefficients of 0.910, 0.866, and 0.929, respectively. The data noise produced by the SWIR method is due mainly to the substantially lower sensor signal-to-noise ratio (SNR) values for the MODIS SWIR bands (Wang and Shi, 2012) and also because of SWIR algorithm performance errors (Wang, 2007). Similar results are also shown for Chl-a and $K_d(490)$ matchup comparisons (Figs. 9(b), 9(d), and 9(f)); in particular, results from the SWIR method show lower correlation coefficient values.

The standard-NIR, SWIR, and NIR–SWIR algorithm performances are further evaluated with the MODIS-Aqua global ocean color product data. Figure 10 provides color images for global composite distributions of MODIS-Aqua Chl-a and $nL_w(443)$ for the month of July 2005, which were derived using the NIR-, SWIR-, and NIR-SWIR-based atmospheric correction algorithms from MODIS-Aqua global measurements. Figures 10(a), 10(c), and 10(d) are color images of Chl-a for MODIS-Aqua data that were processed using the NIR, SWIR, and NIR-SWIR method, respectively, while Figs. 10(b), 10(d), and 10(f) are the corresponding $nL_w(443)$ images from the three different data processing methods. The product images for the NIR method (Figs. 10(a) and 10(b)) were downloaded directly from the NASA ocean color website, while results of the SWIR and NIR-SWIR combined methods (Figs. 10(c)–10(f)) were generated from the MODIS-Aqua Level-1B data (July of 2005) using the SWIR and NIR-SWIR method, respectively. These images compare the global spatial variations of the ocean color products (Chl-a and $nL_w(443)$) that were derived from three different methods. It is noted that there is a solar-zenith angle cut off at 70° for all three data processing methods. Results in Fig. 10 show that, for the most of ocean regions, all three methods produced similar monthly Chl-a and $nL_w(443)$ data distributions. However, Fig. 10 shows some obvious differences in MODIS-Aqua-
derived Chl-a and $nL_w(443)$ from three methods. Both SWIR and NIR-SWIR methods show some improved data coverage, e.g., along the China east coastal region, while the SWIR method produced some obvious different results in some open ocean regions, e.g., in the southern ocean. Judging data quality by their coverage, spatial continuity, and image smoothness, it appears that the NIR-SWIR method produced the best Chl-a and $nL_w(443)$ results.

Figure 10. Color images for the global composite distribution of the MODIS-Aqua-derived Chl-a and $nL_w(443)$ for the month of July 2005, which were retrieved using (a) and (b) the NIR algorithm, (c) and (d) the SWIR method, and (e) and (f) the NIR-SWIR combined method. These are reproduced from Wang et al. (2009b).
2.7.4. Evaluation of the BMW algorithm

The BMW algorithm for the NIR ocean reflectance correction was implemented in the MSL12 ocean color data processing package to improve the ocean color data quality over coastal and inland waters (Jiang and Wang, 2014). The BMW algorithm combines the advantages of the three NIR ocean reflectance correction algorithms, i.e., Bailey et al. (2010) algorithm, Ruddick et al. (2000) algorithm, and Wang et al. (2012) algorithm. Detailed algorithm evaluation results are reported in Jiang and Wang (2014). Essentially, ocean color results from several NIR ocean reflectance correction algorithms (Bailey, et al., 2010; Jiang and Wang, 2014; Ruddick, et al., 2000; Stumpf, et al., 2003; Wang, et al., 2012) are compared with those from the SWIR-based atmospheric correction algorithms from both MODIS-Aqua and VIIRS-SNPP measurements over turbid coastal and inland regions, including the U.S. east coast region, China east coast region, La Plata River estuary, and Lake Taihu (Jiang and Wang, 2014). In fact, evaluation results show that the BMW NIR reflectance correction algorithm can produce the most consistent results with those from the SWIR-based algorithms in turbid coastal and inland waters. In less turbid waters, e.g., over the U.S. east coast region, the BMW has produced results with the data quality comparable to the NASA operational algorithm, i.e., Bailey et al. (2010). Specifically, the BMW algorithm may be applicable to waters with the VIIRS NIR $nL_w(862)$ up to ~1.5–2.0 mW cm$^{-2}$ µm$^{-1}$ sr$^{-1}$, and the SWIR algorithm with the SWIR 1240 nm band can be used in regions with $nL_w(862)$ up to ~2.0–2.5 mW cm$^{-2}$ µm$^{-1}$ sr$^{-1}$. For extremely turbid waters with $nL_w(862) > ~2.5$ mW cm$^{-2}$ µm$^{-1}$ sr$^{-1}$, the SWIR atmospheric correction algorithm must be used with the combination of the atmospheric correction bands at two longer SWIR wavelengths, i.e., 1601 and 2257 nm for VIIRS (Jiang and Wang, 2014).

2.7.5. Validation of Chl-a algorithm

VIIRS Chl-a data are derived using the OC3V algorithm (Eq. (11)), which is tuned to the VIIRS spectral bands using the empirical blue-green reflectance ratio algorithms developed for SeaWiFS and MODIS (O’Reilly, et al., 1998; O’Reilly, et al., 2000). Figure 11 compares the VIIRS-SNPP-derived Chl-a values using Eq. (11) to the in situ-measured data, which are obtained from the NASA SeaWiFS Bio-optical Archive and Storage System (SeaBASS) database. Chl-a comparison results include VIIRS/in situ matchup time differences within 3-hour (Fig. 11(a)) and 1-day (Fig. 11(b)). Results of the VIIRS/in situ matchup time difference within 1-day are included in order to have more matchup points. Matchup statistics values (mean, median, STD, and number of data) are indicated in each plot. It should be noted that in situ SeaBASS Chl-a data are acquired during the VIIRS-SNPP period (2012–present) from various regions, including the California Coast, Gulf of Maine, Massachusetts Coast, Chesapeake Bay, and Florida Coast. In fact, in situ Chl-a value ranges from ~0.09 to ~40 mg m$^{-3}$ (Fig. 11), covering relatively clear oceans to highly productive coastal waters. Results in Fig. 11 show that VIIRS-derived Chl-a data are compared quite well with the in situ measurements. The mean and median ratios of VIIRS-derived Chl-a versus in situ data are 1.299 and 1.142 with STD of 0.624 for matchup time difference within 3-hour (Fig. 11(a)), while mean and median ratios are 1.180 and 0.982 with SDT of 0.674 for matchup time difference within 1-day (Fig. 11(b)). Results in Fig. 11 show that VIIRS-derived Chl-a data are quite reasonable compared with the in situ
measurements. Errors in VIIRS-derived Chl-a data are all within 30%, and most of Chl-a data are much more accurate, e.g., median ratios of 0.982–1.142 or median errors within ~2–14%. However, it should be particularly noted that, for the CDOM-dominated waters (e.g., along the west coast of Florida), satellite Chl-a algorithm (the blue-green reflectance ratio algorithm) still have some significant issues, i.e., deriving biased high Chl-a data (Le et al., 2013).

2.7.6. Validation of $K_d(490)$ algorithm

VIIRS $K_d(490)$ data are derived using the Wang et al. (2009a) algorithm, which was developed using MODIS-Aqua and in situ data. Figure 12 compares the model-derived $K_d(490)$ values using Eq. (12) and in situ-measured data (Wang, et al., 2009a). Note that the model $K_d(490)$ data were derived using Eq. (12) with the in situ-measured reflectance data from the NASA SeaBASS data set. In Fig. 12, two sets of the in situ $K_d(490)$ data (all from SeaBASS), one from the Chesapeake Bay region and another from global non-Chesapeake Bay data, are used. The Chesapeake Bay $K_d(490)$ data have generally high values ranging from 0.4–5 m$^{-1}$, while the non-Chesapeake Bay in situ data have $K_d(490)$ values ranging from 0.02–3.7 m$^{-1}$ covering deep clear oceans (e.g., oligotrophic waters) to some coastal turbid waters. Results in Fig. 12 show that satellite-derived $K_d(490)$ data are quite reasonable compared with the in situ measurements, with mean ratio of 1.037. To understand VIIRS $K_d(490)$ performance, Figs. 13(a), 13(b), 13(e), and 13(f) compare VIIRS-derived $K_d(490)$ with those from MODIS-Aqua in the U.S. east coast regions for both summer 2012 (June–August 2012) and winter 2013 (December 2012–February 2013), showing both VIIRS and MODIS producing almost identical $K_d(490)$ results. Thus, VIIRS-SNPP and MODIS-Aqua are producing consistent $K_d(490)$ data. Some detailed validation results for MODIS-Aqua can also be found in Wang et al. (2009a).
2.7.7. Validation of $K_d$(PAR) algorithm

Son and Wang (2015) compared the MODIS-Aqua-derived $K_d$(PAR) values using Eq. (17) and in situ measured data from SeaBASS data set and the Chesapeake Bay Program Water Quality database from 2002–2009. Figure 14 provides the MODIS-Aqua-derived $K_d$(PAR) data using the combined $K_d$(PAR) model (Eq. (17)) with in situ $K_d$(PAR) measurements covering various water properties from the global ocean (including coastal regions) (Son and Wang, 2015). The comparison results show that MODIS-Aqua-derived $K_d$(PAR) data are well matched to the in situ $K_d$(PAR) measurements with mean ratio, median ratio, and STD of 1.132, 1.044, and 0.496, respectively. Indeed, satellite derived $K_d$(PAR) data compare well with in situ data (mean and median ratios of 1.044 and 1.132 between these two or errors ~4–13%) for the in situ data range of 0.04–3.27 m$^{-1}$ (Fig. 14). Again, in order to show VIIRS $K_d$(PAR) performance, VIIRS-derived $K_d$(PAR) data (Figs. 13(c) and 13(d)) are compared with those from MODIS-Aqua (Figs. 13(g) and 13(h)) in the U.S. east coast regions for both summer 2012 (June–August 2012) and winter 2013 (December 2012–February 2013). Both VIIRS and MODIS produce almost identical $K_d$(PAR) results over the U.S. east coastal region for two different seasons. Therefore, VIIRS can produce consistent $K_d$(PAR) data as those from MODIS-Aqua. Some detailed validation results can also be found in Son and Wang (2015).
2.7.8. Implementation of the OCI algorithm for VIIRS Chl-a data

Performance of the OCI-based Chl-a algorithm has been well established, in particular, over oligotrophic waters (Hu, et al., 2012; Wang and Son, 2016). In fact, results in Fig. 5 have conclusively shown that the OCI-based Chl-a algorithm performed much better than that from OC3V Chl-a algorithm over oligotrophic waters. Wang and Son (2016) have developed an effective implementation approach using the OCI-based Chl-a algorithm for VIIRS-SNPP. Specifically, using the VIIRS-SNPP-measured global Chl-a data derived from the MSL12 ocean color data processing system, Wang and Son (2016) have developed the CI-based algorithm.
specifically for VIIRS, and further improved the two Chl-a algorithms merging method using the blue-green reflectance ratio values. Extensive evaluation results show that the new OCI Chl-a algorithm for VIIRS can produce consistent Chl-a data compared with those from the OC3V algorithm. In particular, the data transition between the CI-based and OC3V-based Chl-a algorithm is quite smooth, and there are no obvious discontinuities in VIIRS-derived Chl-a data. The new OCI-based Chl-a algorithm has been implemented in MSL12 for routine production of VIIRS global Chl-a data (Wang and Son, 2016).

2.7.9. Other validation efforts

In situ validation of satellite data is essential to produce high-quality remotely sensed ocean color products. NOAA/STAR scientists have been collecting in situ data throughout all the ocean color satellite missions. Since the launch of the VIIRS-SNPP in October 2011, as part of the U.S. Joint Polar Satellite System (JPSS) program, the NOAA/STAR Ocean Color Team has been making in situ measurements continuously in support of calibration/validation (Cal/Val) and algorithm development activities. Supported by NOAA Office of Marine and Air Operations (OMAO), VIIRS Ocean Color Cal/Val team has successfully conducted three dedicated VIIRS Ocean Color Cal/Val cruises (with NOAA Nancy Forster) in November 2014 (Ondrusek et al., 2015), December 2015 (Ondrusek et al., 2016), and October 2016, respectively. VIIRS ocean color Cal/Val team from various organizations (various agencies and Universities, as well as
international partners) has successfully participated these cruises. The in situ data collected in the
 cruises have been used to evaluate and validate ocean color products derived from VIIRS-SNPP.
 NOAA/STAR scientists look forward to continuing these dedicated ocean color Cal/Val
campaigns on NOAA vessels annually. Some detailed VIIRS dedicated Cal/Val
measurements can be found in the two NOAA reports (Ondrusek, et al., 2016; Ondrusek, et al.,
2015), and the third cruise report will also be published soon.

Figure 15. Time series of VIIRS ocean color products (blue) compared with those from MODIS-
Aqua (red) over global oligotrophic waters with 8-day mean values for ocean color products of
(a) $nL_{443}$, (b) $nL_{551}$, (c) Chl-a, and (d) $K_{d}(490)$. Note that MODIS-Aqua data were directly
downloaded from the NASA OBPG website.

In addition to the dedicated VIIRS Ocean Color Cal/Val cruises, NOAA/STAR scientists
have also been participating various ship opportunities to collect in situ data over various ocean
and coastal regions. Furthermore, VIIRS Ocean Color Cal/Val team members (PIs) have been
collecting in situ data in support of VIIRS ocean color validation. We have been also working
with international partners to obtain useful in situ data. All in situ data collected from various
sources will be used to evaluate and validate VIIRS ocean color products. For some extensive
VIIRS ocean color product evaluation and validation, please visit the NOAA/STAR OC Cal/Val webpage online at: https://www.star.nesdis.noaa.gov/sod/mecb/color/CalVal.php.

Figure 16. Time series of VIIRS ocean color products (blue) compared with those from MODIS-Aqua (red) over global deep oceans (depth > 1 km) with 8-day mean values for ocean color products of (a) $nL_{\alpha}(443)$, (b) $nL_{\alpha}(551)$, (c) Chl-a, and (d) $K_d(490)$. Note that MODIS-Aqua data were directly downloaded from the NASA OBPG website.

**2.7.10. VIIRS and MODIS global Level-3 data comparisons**

For effective evaluations of VIIRS ocean color data quality, global VIIRS ocean color Level-3 data products are necessary for overall ocean color product evaluations. The VIIRS Level-3 data processing algorithm is essentially the same as the one used for producing SeaWiFS and MODIS global Level-3 ocean color products (Campbell et al., 1995). Specifically, in the VIIRS Level-3 data processing, pixels containing valid Level-2 data are mapped to a fixed spatial grid with resolution of 9 km. The grid elements or bins are arranged in rows beginning at the South Pole. Each row begins at 180° longitude and circumscribes the Earth at a given latitude. It is noted that in here the MODIS-Aqua Level-3 data were directly downloaded from the NASA OBPG website (oceancolor.gsfc.nasa.gov).
Figure 15 shows the time series of VIIRS ocean color products (blue) compared with those from MODIS-Aqua (red) over global oligotrophic waters using the 8-day global 9-km Level-3 file from 2012 to 2016. Figures 15(a)–15(d) are VIIRS-MODIS comparisons for ocean color products of $nL_w(443)$, $nL_w(551)$, Chl-a, and $K_d(490)$, respectively, over global oligotrophic waters. It is particularly noted that VIIRS-SNPP and MODIS-Aqua have very close spectral bands for 443 nm and 551 nm, and thus both $nL_w(443)$ and $nL_w(551)$ should be comparable for VIIRS and MODIS. In general, VIIRS ocean color products are in good agreement with those of MODIS in the global oligotrophic waters. For $nL_w(443)$, VIIRS and MODIS have produced quite consistent and stable data up to about mid-2016. However, there is slightly upward trending in $nL_w(443)$ from mid-2016 over oligotrophic waters (Fig. 15(a)). $nL_w(551)$ times series are very flat for both VIIRS and MODIS. Chl-a and $K_d(490)$ time series are consistent in seasonal variations, and are very stable from 2012 to 2015 for both VIIRS and MODIS, but they both drop significantly in 2016 (corresponding to the upward trending in $nL_w(443)$), for which the cause needs to be further investigated.

Similarly, Fig. 16 shows the time series of VIIRS (blue) and MODIS (red) ocean color products comparisons over global deep waters (ocean regions with depth > 1 km) using the 8-day Level-3 file from 2012 to 2016. Again, Figs. 16(a)–16(d) are VIIRS-MODIS comparisons for ocean color products of $nL_w(443)$, $nL_w(551)$, Chl-a, and $K_d(490)$, respectively, over global deep waters. Results in Fig. 16 show that ocean color products from MODIS and VIIRS are generally consistent and compared well. However, there are some differences. MODIS-Aqua-derived Chl-a and $K_d(490)$ times series show some significant anomalies in the early 2015, while VIIRS-measured Chl-a and $K_d(490)$ data are quite stable and consistent in that time period. Some slight difference in $nL_w(443)$ between VIIRS and MODIS (VIIRS very slightly higher) over global deep waters can be seen, with also slightly upward trending from mid-2016 (Fig. 16(a)). For $nL_w(551)$, VIIRS and MODIS are very close to each other, and show same seasonal variations. Overall, VIIRS global ocean color products are consistent with those from MODIS-Aqua.

3. ASSUMPTIONS AND LIMITATIONS

3.1. Assumptions

There are mainly two assumptions in the MSL12 ocean color data processing:

1. In the proposed NIR-, SWIR-, and NIR-SWIR-based atmospheric correction algorithms for ocean color data processing, the black ocean (i.e., no water-leaving radiance contribution) is assumed in the NIR and SWIR bands. Specifically, for open oceans, the black ocean at the NIR bands is assumed for the NIR-based atmospheric correction, while over coastal and inland waters the NIR ocean reflectance correction is applied (assuming non-black ocean at the NIR bands). For the SWIR-based atmospheric correction, the black ocean at the SWIR bands is assumed for both open oceans and turbid coastal and inland waters.

2. Non- or weakly absorbing aerosols are assumed in the atmosphere correction algorithms (NIR-, SWIR-, and NIR-SWIR-based) and ocean color data processing.
3.2. Limitations

3.2.1. Noise issue for the VIIRS SWIR bands

The matchup analysis demonstrates that using the MODIS (or VIIRS) SWIR bands for ocean color data processing has reduced the bias errors in $n_L(\lambda)$. However, the noise errors are increased (Wang and Shi, 2012; Wang, et al., 2009b; Werdell, et al., 2010), possibly leading to some negative $n_L(\lambda)$ cases for which true $n_L(\lambda)$ values are very low. Comparing to the results from the NIR method, however, the SWIR method improves the MODIS-derived $n_L(\lambda)$ products in the coastal and inland water regions, where true $n_L(\lambda)$ values at the blue (412 and 443 nm) are often quite low. In these cases, we found that using the SWIR method the MODIS $n_L(\lambda)$ values at the blue are elevated (Wang and Shi, 2007; Wang, et al., 2007) and cases with the negative $n_L(\lambda)$ are indeed reduced significantly. Therefore, in the coastal and inland water regions, the SWIR method is usually superior to the NIR method, particularly over highly turbid waters. It is important to note that, for both the SWIR and NIR-SWIR algorithms, bias errors in $n_L(\lambda)$ from the matchup analysis are reduced, indicating improved algorithm performance also related to the improved aerosol LUTs with the vicarious calibration.

The data product noise errors from the SWIR-based method are mainly from two sources: (1) considerably lower SNR values for the MODIS (or VIIRS) SWIR bands that are used for the data processing (atmospheric correction) (Wang and Shi, 2012) and (2) a little more uncertainty introduced by using the SWIR bands (1240 and 2130 nm) for atmospheric correction (Wang and Shi, 2012), particularly for short visible bands. Wang (2007) shows that atmospheric correction using the SWIR bands at 1240 and 2130 nm for deriving $n_L(\lambda)$ often produces a little larger uncertainty than results from using the NIR bands (748 and 869 nm). This is particularly true for cases of the maritime aerosols, which are often dominated in the open oceans. In addition, with the current VIIRS or MODIS SNR characteristics for the SWIR bands, there may be significant noise error in the derived $n_L(\lambda)$ using the SWIR algorithm (Wang, 2007). Therefore, it is proposed that VIIRS ocean color products be processed using the NIR-SWIR combined method for which the non-turbid and turbid ocean waters are processed using the standard-NIR and SWIR method, respectively.

For turbid coastal and inland waters, the use of the VIIRS SWIR algorithm versus the standard-NIR algorithm with the NIR ocean contribution correction is somewhat a tradeoff between using a noised measurement with little or no bias versus a high quality radiance measurement with a correction algorithm that is in error. However, it is generally desired to use the satellite-measured data instead of modeling for the NIR ocean contribution correction because of model limitations, particularly over highly turbid waters. Thus, the SWIR algorithm is preferred for deriving water properties in turbid coastal and inland waters.

3.2.2. Issues with extremely turbid waters

In extremely turbid waters, such as along the China east coast region with high concentration of suspended sediment, the value of $n_L(862)$ can sometimes reach beyond $\sim 3$ mW cm$^{-2}$ $\mu$m$^{-1}$ sr$^{-1}$ (Jiang and Wang, 2014; Shi and Wang, 2014). In such cases, the NIR-based algorithms (with the NIR ocean reflectance correction) do not work anymore (Shi and Wang, 2014).
2014). In fact, Shi and Wang (2014) shows that estimation of the NIR ocean reflectance contribution can only work for cases with \( nL_\text{sw}(862) < \sim 1.5 \text{ mW cm}^{-2} \text{ \mu m}^{-1} \text{ sr}^{-1} \). Thus, the SWIR atmospheric correction algorithm for satellite ocean color data processing is indispensable to derive accurate \( nL_\text{sw}(\lambda) \) for highly turbid coastal and inland waters (Shi and Wang, 2014).

### 3.2.3. Issues with strongly absorbing aerosols

The NIR-, SWIR-, and NIR-SWIR-based ocean color data processing in MSL12 also assumes that aerosols are non- and weakly absorbing. For strongly absorbing aerosols, e.g., dust, smoke, results from the current atmospheric correction algorithm are poor. An essential problem for the strongly absorbing aerosol correction in deriving accurate ocean color products is principally due to aerosol particle absorbing characteristics at the visible bands. Some studies for the effects of the absorbing aerosols on the atmospheric correction for ocean color products have been conducted (Chomko and Gordon, 1998; Chomko et al., 2003; Gordon, 1997; Gordon et al., 1997). It is now well known that for the strongly absorbing aerosols the sensor-measured TOA radiances depend strongly on aerosol layer vertical profile (IOCCG, 2010). Thus, for accurate atmospheric correction for the absorbing aerosols, one will require information of the aerosol layer vertical location (IOCCG, 2010). It is generally difficult to obtain accurate aerosol vertical distribution profile from passive radiance measurements, in particular, for a thin aerosol layer. In addition, realistic absorbing aerosol models (e.g., dust model) that are representative regionally are required. These absorbing aerosol models are needed for generating the aerosol LUTs that are used for atmospheric correction. The current NIR-, SWIR-, and NIR-SWIR-based atmospheric correction algorithms have not yet included absorbing aerosol models (LUTs) for dealing with strongly absorbing aerosol cases. In addition, aerosol vertical distribution information for strongly absorbing aerosols is not available. However, absorbing aerosol cases can be identified using VIIRS measurements at the short visible, NIR, and SWIR bands (Shi and Wang, 2007), and can be used for data quality assurance purpose.
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