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          ,,RVS,,det bkgfixapstop EBLE 

                        Eq. 6 

 

The spectral energy density is then determined by taking the product of the detected 

irradiance, the field stop area, and the integration time, i.e. ),(det EAt  , in units of 

Joules per micron.   

The number of photoelectrons per detection is  

      


 dEAt
hc

Ne ,QE det

                                                     Eq. 7 

 

where the 
hc


is Planck’s formula, which gives the number of photons per Joule.  Here h 

is Planck’s constant and c is the speed of light.  QE() is the quantum efficiency converting 
photons to photoelectrons. 
Substituting Eq. 6 gives 
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E
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N
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e

,
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             Eq. 8 

 
The Relative Spectral Response (RSR) is defined as the normalized product of the 
quantum efficiency, wavelength, and optical transmittance.  It is normalized by the 
maximum value of this product. 

 
   
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
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

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QE
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                                                                     Eq. 9 

 
Substituting this into Eq. 8 gives 
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Eq. 10 

 
Defining band-averaged detectable radiance to be directly proportional to the number of 
photoelectron counts 

  eNGBL ,det 
                         Eq. 11 

https://jpssmis.gsfc.nasa.gov/frontmenu_dsp.cfm


 ATBD VIIRS Radiometric Calibration                                                                        Effective Date: May 15, 2013 

 Revision C 

 

43 

Check the JPSS MIS Server at https://jpssmis.gsfc.nasa.gov/frontmenu_dsp.cfm to verify that this is the correct version prior to use. 

where 
      




 dAt

ch
G

stopfix RSRQEmax
 

 
Substituting Eq. 10 into Eq. 11 gives 
 

   
   

 
 BL

d
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,
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                    Eq. 12 

 
Here the band-averaged background radiance is defined as 

 
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                                                     Eq. 13 

 

Band averaging of a wavelength dependent function F () can be represented with the 
notation 

 
   

 

 







d
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F
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                                                                                   Eq. 14 

 
The limits of the integrals over wavelength are not given, but should be taken to be the 
measurement range of the RSR, including Out-of-Band (OOB) portion of the response.  
Because the OOB RSR was carefully measured in test, it is included it.  To simplify 
notation Eq. 13 can be rewritten as 

 
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                                                                       Eq. 15 

 
The space view provides a calibration zero reference for radiance entering the aperture 

when   0, apL .  Subtracting the space view detected radiance from detected radiance 

at a given angle, , then applying Eq. 12 to the detected radiance difference gives 

     
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                                  Eq. 16 
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where 

     BLBLBL svbkgbkgbkg ,,, det_det_det_  

                                        Eq. 17 

 
Substituting Eq. 15 into Eq. 17 gives 
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                                 Eq. 18 

 
Band-averaged aperture radiance can be defined as 

    ,, apap LBL 

                                                                                  Eq. 19 

 
Combining Eq. 16 and Eq. 19 results in 
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                                        Eq. 20 

 

2.3.1 Combining Detector and Electronics Subsystem Response 

The response of the instrument is considered the combined response of the detectors in 
the Focal Plane Array (FPA) and the responses of the amplifiers in the Analog Signal 
Processor (ASP) and Analog to Digital Converter (ADC) electronics.  This two-stage 
approach is valid as long as there is no ASP feedback into the FPA detector electronics.  
The output signal from a detector in the FPA is assumed to be directly related to Ne, which 
can be represented with a second order polynomial 

  



2

0i

i

ie VaVN

                                                                                       Eq. 21 

where V is detector output voltage. 
 
Each a0, a1 and a2 coefficient has physical meaning.  Coefficient a0 is a measure of the 
charge collected from the dark current through the detector.  Coefficient a1 is the effective 
capacitance of the detector, which can be converted to farads by multiplying it by the 
elementary charge constant, e.  The a2 coefficient is the change per volt in capacitance 
of the detector. 
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In order to convert the signal to a digital number (DN), a DC restore voltage Vdcr is 
subtracted from V before it is input to the ASP and ADC.  

dcrelec VVV 
                                                                                Eq. 22 

 
The ADC and the ASP electronics may introduce some non-linearity therefore the 
electronics signal is expressed as a second order polynomial of the digital number 

  



2

0i

i

ielec DNbDNV

                                                                             Eq. 23 

 

The total signal voltage as a function of counts can therefore be determined from Eq. 22 
and Eq. 23 

  



2

0i

i
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                                                                       Eq. 24 

 
Substituting Eq. 24 into Eq. 21 gives 
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                                                     Eq. 25 

 
Substituting this into Eq. 11 gives the nonlinear expression for detected radiance 
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                                         Eq. 26 

 
Representing Eq. 16 as a function of DN gives 
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             Eq. 27 

 
The number of space view counts is subtracted from the total digital counts and this 
adjusted digital number (dn) is used in calibration  

svDNDNdn 
                                                                        Eq. 28 
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Using dn in Eq. 27 gives 
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     Eq. 29 

 
Eq. 29 can be expanded and expressed as a fourth order polynomial in terms of dn: 

  



4

0

det

i

i

i dncdnL

                                                                                            Eq. 30 

 
The values for ci are given in Table 11. 
  

https://jpssmis.gsfc.nasa.gov/frontmenu_dsp.cfm


 ATBD VIIRS Radiometric Calibration                                                                        Effective Date: May 15, 2013 

 Revision C 

 

47 

Check the JPSS MIS Server at https://jpssmis.gsfc.nasa.gov/frontmenu_dsp.cfm to verify that this is the correct version prior to use. 

 

Table 11:  Fourth Order Calibration Coefficients 

Coefficient Formula for cn(G, a0, b0, a1, b1, a2, b2, svDN , Vdcr) 

c0 0 

c1 

G [a1b1 + 2a2b0b1 +2a1b2 svDN  + 4a2b0b2 svDN  + 6a2b1b2 svDN 2 

+ 4a2 b2
2  svDN 3+ 4a2b2 svDN  Vdcr + 2a2 b1

2 svDN  + 2a2b1Vdcr] 

c2 G(2a2b2Vdcr+ 2a2b0b2 +6a2b1b2  svDN  + a2b1
2 + a1b2 +6a2b2

2 svDN 2) 

c3 G( 2a2b1b2 + 4a2b2
2 svDN ) 

c4 G a2b2
2  

 
Though Eq. 30 and Table 11 describe a 4th order equation, the existing algorithm design 
calls for only a second order equation to represent non-linear effects as,  

  



2

0

det

i

i

i dncdnL

                                                                                Eq. 31 

 
For the expected VIIRS values of G, ai, bi, DNsv Vdcr, only the terms in Table 11 that are 
in bold are significant; all the other terms contribute less than 0.01% to the radiance.  
Therefore there is potential for considerable simplification when computing these 
coefficients. 
   
To minimize the error produced by truncating the expansion to second order the expected 
value of this error can be distributed over the zeroth, first, and second order terms.  The 

fraction of the error that is adjusted by each term is expressed by ci for i=0, 1, and 2. 

Statistical analysis determines the optimal values of ci.  The goal is to minimize the error 
function 
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                                   Eq. 32 

 
Since the first order term will dominate, it is a good approximation to assume 
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          ,,BRDFcos,,,,, vhincsesunvhsdssdap dEdL 

              Eq. 62 

 

where v and h are the vertical and horizontal incidence angles of solar illumination upon 

the SD attenuation screen,, inc is the incidence angle onto the SD relative to normal, dse 

is the distance from the sun to the earth,   dvhsds ,,,   is band-averaged transmittance 

of the SDS, d is detector index and  sesun dE ,  is irradiance from the sun upon a surface 

with its normal pointing toward the sun. The definition of v and h, are given in section 
3.3.3.2. Typically BRDF is expressed as a function of 4 angles, with 2 to describe the 
vector for the incident irradiance and another 2 to describe the vector of the reflected 
radiance.  However, since the RTA always observes the SD from approximately the same 
angle, the angles of the reflected light can be dropped.  The reason for wavelength and 
detector  dependence of SDS transmittance is explained in Appendix B. 
 
There is no significant self-emissive thermal background radiance with the reflective 
bands therefore this term can be dropped from Eq. 16.  Substituting Eq. 62 into Eq. 16 
with the background term dropped yields 

   

          



,,BRDF,,,,cos,RVS

,,, detdet_

vhsesunvhsdsincsd

sdvhsd

dEdB

BLBL





 Eq. 63 

 
Combining Eq. 31 and Eq. 63 gives 

           ,,BRDF,,,,,RVScos
2

0

vhsesunvhsdssdinc

j

j

sdj dEdBdnc 
   Eq. 64 

 
All the variables on the right of Eq. 64 are based on preflight measurements and on angles 
that can be determined from the geometry.  The BRDF, however, is updated at regular 
monthly intervals based on the trending of the SDSM output.  All values on the right are 
known; the three c coefficients are unknowns. 
   
Eq. 64 is used to update the coefficients. Since there are three unknowns and only one 
equation some assumptions or constraints need to be made in order to solve for the 
coefficients.  The assumption made here is that the shape of the response curve is 
preserved so that the same scale factor is applied to all three coefficients.  The updated 

coefficients are designated as cj. For the 1030 and 1330 orbits the solar diffuser is 
illuminated for a short period once per orbit so the updates can be done as frequently as 
once per orbit17.  Assuming that some factor, F, represents the change in scale (or gain) 

                                            
17 The actual update frequency will be determined based on analysis of on-orbit data 

https://jpssmis.gsfc.nasa.gov/frontmenu_dsp.cfm


 ATBD VIIRS Radiometric Calibration                                                                        Effective Date: May 15, 2013 

 Revision C 

 

86 

Check the JPSS MIS Server at https://jpssmis.gsfc.nasa.gov/frontmenu_dsp.cfm to verify that this is the correct version prior to use. 

of the response, and that this scales all three coefficients equally, the coefficients in Eq. 
64 are substituted with  

jj cFc 

                                                                                         Eq. 65 

 
Applying Eq. 65 to Eq. 64 gives 
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                  Eq. 66 

 

Here the horizontal and vertical solar illumination incidence angles on the SD, h and v, 
will change from one calibration acquisition to the next.  Actually even during the 
acquisition these angles will change.  Therefore Eq. 66 needs to be averaged over the 
number of scans that the solar diffuser data acquisition occurs.  
  
Normalized solar diffuser radiance can be defined as 
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
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                      Eq. 67 

where SEd  is the mean distance from the earth to the sun. 

 
The scale factor, Fn  for scan n at time tn is 
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                     Eq. 68 

where the average counts per scan viewing the solar diffuser is 

     

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m
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N
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N
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00

11

               Eq. 69 

 
The number of frames per scan over which the SD calibration counts are recorded is 
NSDfrm and NSVfrm for the space view. This is set to 48 in the current design for the ‘M’ 
bands, and 96 for the ‘I’ bands.  The value of the scale factor, Fn, computed over a single 
scan is not sufficient to correctly calibrate reflective bands.  The SD is illuminated once 
per orbit, but the exact length of this period varies somewhat depending on the time of 
orbital plane of the spacecraft, and the time of year, but approximately 32 scans per orbit 
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have full SD illumination.   Since a separate value of F must be computed for each mirror 
side and gain state, the dual gain bands have about 32÷4 = 8 scans per orbit and the 
single gain bands have 32÷2 = 16.   Because of modulations that occur on the SD signal 
due to the holes from the screen, one orbit’s worth of SD observations will probably not 
be sufficient to calibrate the reflective bands.  Therefore, data aggregated over multiple 
orbits must be used to estimate the values of F to use in the F LUT.  This process is 
described in Appendix B.  
 
The calibration coefficients will show some temperature dependence. When the response 
of the electronics is known as a function of electronics temperature Telec, and the response 
of the detectors is known as a function of detectors temperature Tdet, then the coefficients 

c0(Tdet, Telec), c1(Tdet, Telec) and c2(Tdet, Telec) can be determined.  In this case  ,det, , elecj TTc  

is the coefficient computed from the formula given in Table 12  and  ,det, , elecj TTc  is the 

corrected coefficient using the factor F from Eq. 65 and Eq. 68. 
 
The earth view radiances for the reflective bands are determined by dropping the 
background from Eq. 20 and combining it with Eq. 31 and Eq. 64 
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                                         Eq. 70 

 
The reflectance equations are similar to the radiance equations.  Reflectance is defined 
here as the earth view spectral radiance divided by the spectral radiance from a 100% 
Lambertian reflector. The spectral reflectance of the solar diffuser is given by the ratio of 
the irradiance observed reflecting from the solar diffuser, and the irradiance known to be 
incident on the diffuser  
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                        Eq. 71  

 

The value  is from the solid angle normalization.  Like the band-averaged radiance, the 
band-averaged reflectance integral includes weighting for the RSR, but unlike the 
radiance, it also is weighted for solar irradiance 
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Figure 22: Changes to MODIS Terra SD reflectance trended over a 1000 days. 

 

3.3.3.2 Solar Diffuser Geometry 

The unit vector describing the orientation of the sun with respect to the instrument, 
sinst, is computed by the VIIRS Geolocation Algorithm, and output in the Geolocation 
IP, and is read in by the SD algorithm. This is read in as part of the SD View 
Processing.  The sun to earth distance dse is also read in from the Geolocation IP. 

 

The solar angles measured off the instrument coordinates are determined from sinst 
defined as: 

222
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                                             Eq. 103 

The vector describing the orientation of solar diffuser with respect to the spacecraft, 

ssd, is computed using sinst and a transformation matrix, instSD /T .  The Geolocation 

Algorithm produces solar diffuse angles, inc, inc, from the instrument coordinate 
system solar vector, sinst, as follows: 
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Eq. 104 

The SD coordinate system is defined with the z-axis normal to the Solar Diffuser (SD), the y-
axis is aligned with the cross-track scan angle, and the x-axis completes the right-hand 

coordinate system.  The transformation matrix, instSD /T , are determined by accurate pre-

launch measurements.  Vertical and horizontal incidence angles of solar illumination, v and 

h, are with respect to the Solar Diffuser screen (SDS).  Since the SDS is oriented to be 
parallel to the y-z plane of the instrument, the instrument coordinate system and the SDS

 
coordinate system are the same, except that for the horizontal angle the sign is reversed 
because the solar diffuser is on the negative y side of the instrument.   The angles are 
computed using the following equations: 

 instinstv xz ,2arctan
                                  Eq. 105 

 

instsunh _ 

                               Eq. 106 

 BRDF for each scan in an acquisition is determined by interpolating v, h, and a BRDF 

LUT.  Likewise, the transmittance of the SDS, sds, is determined as a function of v, and 

h, by interpolating the SDS transmittance LUT. 

3.3.4 Emissive ‘M’ and ‘I’ Band Calibration 

The known radiance source for the emissive bands is a blackbody reference.  This On-
Board Calibrator Blackbody (OBCBB) has a known emissivity and temperature.  Self-
emission from inside the instrument must be subtracted to properly determine the 
emissive band radiance being observed from the earth.  Therefore, the emissivities and 
temperatures of several instrument components, including optical components, must also 
be used in the calibration equations.  The SDR product requirements for the emissive 
bands are calibrated top-of-atmosphere radiance and brightness temperature. 

3.3.4.1 Earth View Emissive Band Radiometric Calibration 

The On-Board Calibrator Blackbody (OBCBB) is used to allow for adjustment of the 
calibration coefficients during operation after launch.  The radiance when observing the 
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Appendix B: Solar Diffuser Calibration Multi-Orbit Aggregation 

 
Introduction 
In considering the design of multi-orbit aggregation of the solar diffuser (SD) data, the 
capabilities of the SD as a calibration source must be considered as well as the interaction 
of a calibration analyst during processing.  Both the SDSM and the SD cal aggregation 
approach depend very much on system stability and as yet uncharacterized errors in the 
SD and SDSM.  Initially, during the cal/val phase, interpreting the F factors and applying 
them to the calibration coefficient LUTs will require analyst in the loop.  Analyst may also 
have to go back to the raw cal data to understand any observed flukes in the F factors.  
There is no reason, however, why computing the F factors cannot eventually be an on-
line, automated process. 
 
If during this initial phase the process becomes sufficiently predictable, it would be 
prudent to implement the application of the F factors to the EV data as an automated 
approach, involving some aggregation or filtering of the F factors.  If the detector gains 
turn out to be unstable on the order of hours, and for reasons of data latency, there may 
be no choice but to automate this process.  Advice from user community to define the 
initial form of this trending/ integration will be sought out.  The approach described here 
is not the final approach. We fully realize that any approach defined before launch would 
almost certainly need to be modified during cal/val, but with the structuring of the program  
sufficiently well-defined to allow various options, it will require minimum modification. 
 
Figure 38:  Flow diagram of SD Multi-orbit history and aggregation.  

 

 shows the general flow of data in the Solar Diffuser Calibration Multi-Orbit Aggregation 
algorithm.  A history database is updated this retains all relevant data regarding solar 
diffuser calibration for some N number of orbits.  A best fit of the data is produced to 
project a current best estimate of the values of the F factors described in eq. 68.  Using 
a least-square linear fit an F factor is estimated along with an estimate of the rate of 
change of F.  This is computed for each detector on each band for each gain state and 
for each mirror side.  These values provide data that an analyst can use to update the 
current F values in the Look-up Tables (LUT) actually used by the reflective calibration 
algorithm.  In order to aid the analyst in the decision about whether to apply the revised 
F values to the LUT, estimation error predictions and confidence probabilities are 
provided. 
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Figure 38:  Flow diagram of SD Multi-orbit history and aggregation.  

 

 
Update history file 
The history file is updated every time the SD module is run.  The module can process up 
to 4 granules at a time, though for expediency IDPS may choose to run the process for 
each granule. 
 
The process adds to the history file scan by scan for each band and detector.  The Signal 
to Noise Ratio (SNR) is an important measure of the quality of an individual scan, and is 
determined with the following equation 
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The 1/12 value is to account for round-off or quantization error in the digital output.  This 
insures that the SNR is never infinite even if the variances are 0.  Nsdfrm or Nsvfrm are 0 
then the SNR should be set to 0.   
 
DN data is reported as average values over 48 or 96 SD & SV frames. Table 23 lists items 
saved in the history file. 
 

Table 23: Parameters reported in the History File 

Symbol Description Reference 
ti,n scan time N/A 

g gain state N/A 

Vdcr DC restore voltage N/A 

DNsd Solar diffuser digital number including 
mean, standard deviation and maximum 
value 

eq. 69 

DNsv Space view digital number including mean, 
standard deviation and maximum value 

eq. 69 

Nsvfrm Number of frames with good SV quality 
flags 

N/A 

c0 , c1 &  c2 Calibration coefficients applicable to the 
given scan 

Table 12 

RVSSD   RVS at the SD for a given band §2.4.1.2.2 

v   Vertical SD angle eq. 104 

h  Horizontal SD angle eq. 105 

BRDF Bi-directional Reflectance Distribution 
Function 

eq. 63 

sds SD screen transmittance eq. 63 

SNR Signal to Noise Ratio eq. 134 

cos(inc ) Cosine of the SD angle of incidence N/A 

dse Sun to Earth Distance Factor N/A 

Lap Measured radiance eq. 70 

Lnsd Predicted radiance eq. 67 

Fi Calibration factor for scan i eq. 68 

 
 
 
SD Scan Filter Process 
The filtering process is defined by a LUT of threshold parameters. It loops through all 
records in the history file and rejects ones that do not meet the following requirements. 

– Require measured data within tolerances for DNsd, std(DNsd) & DNsv 
std(DNsv), 

– Require minimum SNR of SD signal per band and gain state  
– Requires valid geometry 
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SD Aggregation Process 
The combined aggregation of data in the history file or database is used to compute a 
best fit for the values of F.  It performs the following function every time the process is 
run.  The process is run every time the history file is updated.  Using a Least Square linear 
fit or simple average depending on flag, it performs the following steps: 
 

– Shift the times to be relative to the time of the most recent scan in the history 

 ttt ii max                                                           Eq. 135                                              

 
– Compute weights for each scan, per detector, per band with the equation 
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– Compute a rate of change, dF/dt, with the equation  
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                                        Eq. 137 

 
– Compute a offset in F due to the gradient computed in eq. 136 
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                                           Eq. 138 

 
– produce a best-fit  F with the equation   
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Values of F are differenced from the predicted value based on the fit, and f values are 
outside a 3 standard deviations it removes those values and again performs the fit.  The 
3 standard deviation test may be changed in the parameters file to a lower or higher value 
at the analyst’s discretion. 
 

Confidence and Error Estimate Process 
– Generate an estimate of the standard deviation of F with the following equation: 
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                Eq. 140 

 

– Generate an estimate of the standard deviation of the rate of change of F, dF/dt, 
with the following equation: 
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                          Eq. 141 
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– Compute 2 with the following equation: 

tfilter tes pass that scans allover  taken summations
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                      Eq. 142 

 

– Compute Goodness of Fit Probability using the incomplete gamma function 
with the following equation: 
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SD Transmittance Screen Wavelength Dependence 
One of the reasons for multi-orbit aggregation of the SD calibration is that there is 
expected to be some modulation in the SD signal, and averaging over many orbits will 
reduce the error caused by this modulation.   As seen in eq. 62, the SDS transmittance 
has wavelength and detector dependence.  The SDS includes direct transmittance that 
is not wavelength dependent or detector dependent.  This represents the transmittance 
that would be measured at the component level.  The direct transmittance is only affected 
by the geometry of the screen mask, and this is independent of wavelength (the holes are 
large enough that diffraction is not important).  But there is also an indirect component 
due to stray light that bounces off the inside of the SD cavity.   This is represented by the 
equation  

     dd vhstraysdsvhdirectsdsvhsds ,,,,,,, __          Eq. 144 

 
The stray light transmittance component is wavelength dependent because stray 
reflections occur off surfaces which have different reflectances for different wavelengths.  
It is also detector index dependent because each detector sees a somewhat different 
footprint on the SD, and stray light does not usually illuminate the SD evenly.  In tests, 
stray light has been observed bouncing off the SD, retro reflecting from the telescope and 
back onto the telescope.  This produces a concentration of stray light at a local spot upon 
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the SD.  This effect has been confirmed by some stray light modeling.  Other stray light 
paths include multiple bounces off the inside of the cavity before hitting the SD.    
 
An end to end test of the SD system could be used to determine wavelength dependence 
or detector dependence of SDS transmittance.  Alternately stray light analysis which 
demonstrates that these dependencies are negligible would suffice.  So far, however, this 
has not been done. 
 
Generally, stray light models are sufficient to predict that a problem does or does not 
exist, but not sufficient to substitute for characterization.  A LUT for SDS transmittance 
derived from stray light analysis would require a strong burden of proof to show that it 
could be used in the calibration algorithm.  
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Appendix C: Description of Reflective Solar Band (RSB) Calibration 
Process Implemented to Compensate for Anomalous On-Orbit 

Throughput Degradation 

 
On December 5, 2012, 38 days after the launch of Suomi NPP and 14 days after the 
opening of the nadir door, an anomalous degradation in VIIRS reflective band response 
in the longer wavelength Vis/NIR bands was discovered.  Trending of the reflective band 
response scale factor F defined in Eq. 66 above showed a sharp increase in the rate of 
change of the F factor in these bands after the nadir door was opened during orbit 344 
on November 21, 2012.  The subsequent anomaly investigation revealed that the root 
cause of the response degradation was tungsten contamination of the coatings of the four 
mirrors in the Rotating Telescope Assembly.  UV exposure of the tungsten contaminated 
coatings produces color centers that darken these mirrors, thereby reducing their 
combined throughput.  The RTA mirrors are exposed to solar UV every orbit near the 
South Pole when the sun illuminates the Solar Diffuser.  However, the time averaged rate 
of UV exposure increased dramatically when the nadir door was opened and the 
instrument began observing sunlight reflected from the earth (earthshine).  As a result the 
rate of optical throughput degradation increased dramatically at this time, and, since the 
F factor is inversely proportional to optical throughput, this effect was clearly observable 
in the F factor trending.   
 
The original plan for RSB calibration was to follow the MODIS paradigm of updating the 
look-up table (LUT) containing F values whenever the response changes by an amount 
greater than an agreed-upon threshold (0.2% in the case of MODIS).  The MODIS F LUTs 
for Terra and Aqua were updated approximately weekly during Intensive Calibration and 
Validation (ICV) and approximately biweekly later in the Terra and Aqua missions.  Due 
to the throughput anomaly, VIIRS response in the VisNIR bands affected most severely 
(M7 and I2) changed at a rate of 7% per week in the first week after opening of the nadir 
door.  This worst case rate of response change has decreased to somewhat less than 
1% per week at the time of this writing.  Response is expected to continue changing due 
to the anomaly throughout the mission life, albeit at lower rates over time.  Since as a 
practical matter the F LUT can be updated no more frequently than once per week and 
since the EDR community desires highly stable RSB calibration, ideally without any 
abrupt temporal changes in calibration error, the strategy for RSB calibration was 
modified during ICV to perform scan-by-scan updating of the F values within the 
operational ground processing performed by IDPS. 
 
The scan-by-scan updating of F factors within the operational code entailed only a slight 
change in the theoretical basis of the VIIRS RSB calibration for the DNB.  A HAM side 
dependence was incorporated into the LGS gain as defined in Sec. 3.3.5.3, On-Orbit 
Determination of Gain for LGS.   This modification improves the quality of the DNB 
imagery by reducing striping, as the instrument exhibits slightly different throughput for 
the two HAM sides.  The calibration equations for the non-DNB RSB remained exactly as 
described in the body of this document.  The manner in which the algorithms implement 

https://jpssmis.gsfc.nasa.gov/frontmenu_dsp.cfm


 ATBD VIIRS Radiometric Calibration                                                                        Effective Date: May 15, 2013 

 Revision C 

 

157 

Check the JPSS MIS Server at https://jpssmis.gsfc.nasa.gov/frontmenu_dsp.cfm to verify that this is the correct version prior to use. 

these equations via a combination of online and offline processing did change and is 
described at a top level in what follows.  The detailed description of the code changes 
associated with scan-by-scan updating of F factors are described in the Operational 
Algorithm Description for VIIRS Geolocation (GEO) Sensor Data Record (SDR) and 
Calibration (CAL) SDR [474-00090].  The detailed description of the new and modified 
LUTs are described in the Configuration Description and Format Control Book, Volume 
VIII, (474-0001-08 B0122).   
 
As indicated in Eq. 65 the F factor for non-DNB bands is applied to rescale all three 
calibration coefficients.  For the DNB the Low Gain Stage (LGS) gain is the analog of the 
F factor defined for the other bands.  This gain is defined in Sec. 3.3.5.3, On-Orbit 
Determination of Gain for LGS, and is referred to as the DNB F factor in what follows.  
The F factors for all reflective bands are calculated offline and trended over time.  The 
trends are fitted to either an exponential form as shown in Eq. 145 or a quadratic form as 
shown in Eq. 146 below, 

 

  REFTTFFFF  *2exp(*10                                                             Eq. 145 

   2*2*10 REFREF TTFTTFFF 
                                                 Eq. 146 

 
where the parameters F0, F1 and F2 are determined from the fits and the reference time 
TREF is the midpoint of the last solar calibration period used in the fitted F data.  In the 
implementation of the RSB calibration algorithms performed initially in ICV, the above 
equations were used to predict ahead and populate LUT updates, specifically the F LUT 
for non-DNB bands and the DNB gain LUT.  The time T was chosen based on the typical 
time between LUT submission into the code/LUT change process and the time of insertion 
of the updated LUTs into the IDPS.  In the implementation performed in IDPS code update 
Mx6.2 and thereafter, the above equations were incorporated in the operational code to 
calculate F factor updates on a scan by scan basis.  The time T is the start time of the 
scan being calibrated, and the values of the parameters F0, F1, F2 and TREF are read 
from LUTs.  This strategy provides near continuous RSB calibration and much smaller 
impacts to calibration error when LUTs are updated. 
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Appendix D: Description of Theoretical Basis for Reflective Solar 
Band (RSB) Automated Calibration (RSBAutoCal) Algorithm  

D1.  Introduction 
 
A fully automated algorithm for calibration of the RSB has been implemented to eliminate 
the predict-ahead errors in SDR radiances and reflectances associated with the prior 
offline calibration process that relied upon weekly updates of non-DNB RSB calibration 
scale factors and DNB LGS gains and their trends.  The calculation and application of 
DNB offsets and gain ratios have also been automated by exploiting calibration sector 
data.  The automation of the DNB calibration eliminates artifacts in imagery due to the 
prior offline calibration process in which offsets and gain ratios were corrected monthly 
via look-up table (LUT) updates derived from EV data acquired during special operations. 
 
For the non-DNB RSB the RSBAutoCal algorithm migrates offline calculations of 
calibration parameters as described in the body of this ATBD into the operational 
algorithm implemented in the IDPS code, allowing update and application of these 
parameters every orbit.  The scan-by-scan calibration functionality described in Appendix 
C remains in effect to smoothly interpolate between the per-orbit updates.  Consequently, 
there are no changes to the algorithm theoretical basis involved in these branches of the 
algorithm, which calculate non-DNB RSB calibration scale factors (F factors) and the SD 
BRDF degradation factors (H factors) for SDSM detectors.  The same is true of the branch 
of the automated algorithm that calculates the DNB LGS gains from solar calibration data.  
Therefore, these three branches of the algorithm are described very briefly in what 
follows. 
 
The feasibility of calculating DNB gain ratios from reflected earthshine signals in the 
calibration sectors was not realized until post-launch ICV.  Therefore, this branch of the 
RSBAutoCal algorithm will be described in some detail in what follows.  It is arguable that 
the theoretical basis for gain ratio determination is the same as described in the body of 
this ATBD for the method using EV data collected in special operations, since it is 
principally the radiance source that is different when calibration sector data are exploited 
for this purpose.  The key concept of collecting signals from different gain states viewing 
a common scene radiance simultaneously is the same, whether the common radiance is 
viewed in the EV or calibration sectors .  However, the key equations for an algorithm 
utilizing calibration sector data are not described in the body of this ATBD, so a description 
of these equations and the top-level functionality of this algorithm is warranted in this 
appendix.   
 
Similarly, the feasibility of utilizing calibration sector data to measure and compensate for 
offset drift was not realized until post-launch ICV.  EV measurements are still needed to 
measure offset patterns within aggregations zones, but these patterns are now known to 
be extremely stable, so that the EV measurements can be much less frequent than 
monthly.  The branch of the automated algorithm that calculates and applies the offset 
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drift correction based on calibration sector data will therefore also be described in some 
detail in this appendix. 
 
Greater detail on all aspects of the RSBAutoCal algorithm may be found in the Joint Polar 
Satellite System (JPSS) Operational Algorithm Description (OAD) Document for VIIRS 
Geolocation (GEO) Sensor Data Record (SDR) and Calibration (CAL) SDR Software 
[D1].  
 
 
D2.  RSB Calibration Scale Factor Determination 
 
The RSB calibration scale factors, or “F” factors, are calculated as described in Sec. 3.3.3, 
in particular Eq. 66.  There is no change in algorithm theoretical basis for determination 
of these scale factors associated with the RSBAutoCal algorithm.  The F factors are 
computed every orbit in this algorithm shortly after the solar calibration data are acquired.  
Outlier rejection and smoothing are performed using Robust Holt Winters (RHW) filtering 
operating on the current observed F factor values and prior smoothed F factor values 
[D2].  The RHW filter also calculates the local temporal trends in F factors as part of its 
functionality.  The calibration coefficients are rescaled as described in Eq. 65 using the 
most recently calculated F factors and their trends.  The F factors are applied scan by 
scan as described in Eq. 146 in Appendix C, using the linear trend only for propagation 
to the time of the current scan.  
 
 
D3.  Solar Diffuser BRDF Degradation Factor Determination 
 
The Solar Diffuser BRDF degradation factors, or “H” factors, are calculated as described 
in Sec. 3.3.3.1 for the eight SDSM detectors.  There is no change in algorithm theoretical 
basis for determination of these scale factors associated with the RSBAutoCal algorithm.  
The H factors are updated every orbit using measured data from the most recent 
operation of the SDSM. In the very early phase of the mission the SDSM was operated 
once per orbit but it is now operated once per day.  The automated algorithm can ingest 
new SDSM data acquired on any cadence.  Outlier rejection and smoothing are 
performed using Robust Holt Winters (RHW) filtering operating on the current observed 
H factor values and prior smoothed H factor values for the eight SDSM detectors.  The 
RHW filter also calculates the local temporal trends in H factors as part of its functionality.  
The H factors are updated every orbit using the most up-to-date calculated trend data.   
 
The H factor is applied to rescale the Solar Diffuser BRDF at the wavelength of each 
SDSM detector as described in Eq. 66.  Interpolation and extrapolation of all eight H 
factors are used to extend the corrected BRDF over the support of the Relative Spectral 
Response of a given RSB, and it is this corrected BRDF that is used in the spectral 
integration required to calculate the F factor as described in Eq. 66.   
 
 
D4.  DNB LGS Gain Determination  
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The DNB LGS gain is calculated as described in Sec. 3.3.5.3 for each aggregation zone, 
detector and mirror side.  There is no change in algorithm theoretical basis for 
determination of the DNB LGS gains associated with the RSBAutoCal algorithm.  The 
gains are computed every orbit in this algorithm shortly after the solar calibration data are 
acquired.  Outlier rejection and smoothing are performed using Robust Holt Winters 
(RHW) filtering operating on the current observed gain values and prior smoothed gain 
values.  The RHW filter also calculates the local temporal trends in gains as part of its 
functionality.  The DNB LGS gains are updated scan by scan as described in Eq. 146 in 
Appendix C, in the same way F factors are updated for non-DNB reflective bands, using 
the linear trend only for propagation to the time of the current scan.  
 
 
D5.  DNB Offset Determination 
   
DNB offsets are determined from Earth View (EV) data acquired during new moon periods 
when the instrument is viewing dark, uniform ocean scenes and from calibration sector 
data acquired every scan (Solar Diffuser (SD), On-Board Calibrator Blackbody (OBC BB), 
and Space View (SV)).  The EV dark scene data are used to generate offsets for every 
detector, every sample across the EV scan, both Half Angle Mirror (HAM) sides and all 
three DNB gain stages.  The calibration sector data are used to compensate for drift over 
time in these offsets.  Based on observation of offset patterns and their temporal behavior 
over more than a year of on-orbit instrument operation at the time of this writing, it is 
believed that the complementary use of the two data sets will provide highly accurate 
offsets at all times.  The automated algorithm updates the offsets every orbit, and offsets 
have been observed to drift slowly by small amounts on time scales much longer than an 
orbital period.   
 
DNB offsets are subtracted from the signal both by the instrument flight software (FSW) 
in on-board processing and also in the SDR ground processing code implemented in the 
IDPS.  The FSW uses four uploaded offset LUTs, one per DNB gain state (HGA, HGB, 
MGS, LGS), that incorporate common target values for all detectors and frames in each 
DNB gain state, so that the on-board signal is highly uniform after the offset correction.  
Notionally, the on-board offset LUT values represent “dark signal minus target value”, 
where the dark signal varies significantly from detector to detector and across frames 
within and across aggregation zones.  However, after subtracting the on-board LUT 
offsets from the signal when the instrument is viewing a dark scene, the resulting value 
of all signals across detectors and frames is approximately equal to the target value at 
the instrument output.  The offset corrected dark signals are not perfectly uniform due to 
random noise and the fact that the on-board LUT offsets are not perfectly accurate.  The 
uniformity of on-board offset corrected signals is needed for the proper operation of the 
radiation spike suppression algorithm performed by the FSW subsequent to offset 
correction.   
 
The on-board LUTs have been updated only once post launch after more than a year of 
instrument operation on orbit due to the remarkable stability of the DNB dark signals.   The 
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small dark signal changes that are measured each month in special operations performed 
during new moon periods are incorporated in the ground offset LUT, which is updated in 
the IDPS every month.  Since the offsets do drift by small amounts, particularly in 
aggregation zones 28-32 in which timing feedthrough effects are much larger than in other 
aggregation zones, artifacts in SDR images are most noticeable just before LUT 
replacement when drift effects have accumulated over the month since the prior LUT 
update.  When the RSB calibration code is operating in automated mode, however, drift 
effects are compensated on a nearly continuous basis, largely obviating the need for 
monthly special operations to view dark ocean scenes and the associated monthly LUT 
changes.  Because the DNB electronic timing is different in the calibration sectors relative 
to the EV portion of the scan, and because only 16 samples per aggregation zone and 
gain state are acquired each scan, it is not possible to use calibration data for differential 
offset correction within aggregation zones.  Therefore, it is anticipated that special 
operations to view dark ocean scenes may still be needed occasionally to update the on-
board and ground processing offset LUTs, but such updates will be needed much less 
frequently than monthly, perhaps yearly or even less frequently based on analyses of on-
orbit offsets performed to date.   
 
The drift correction performed by the SDR Cal code uses calibration objects calculated 
by the RSBAutoCal algorithm and stored in a Cal History file that captures all the outputs 
of the RSBAuto Cal algorithm. This drift coffection depends on sequence order Nseq, not 
on frame index, where sequence order is related to aggregation zone Nagg by the following 
relationship: 
 

   

 
for Nagg = 1, 2, 3, …, 32. 
 
The static offset reference appropriate for determining offset drift is the dark signal derived 
from the calibration sector for the orbit Norb,ref in which the EV data are collected for an EV 
derived offset LUT update.  The dark signal derived from the calibration sector is a 
function of sequence order, detector, mirror side and gain: 
 

𝐷𝑁0𝑠𝑡𝑎𝑡𝑖𝑐,𝑟𝑒𝑓(𝑁𝑠𝑒𝑞 , 𝑑, 𝑚, 𝑔) =  𝐷𝑁0𝑐𝑎𝑙(𝑁𝑜𝑟𝑏,𝑟𝑒𝑓 , 𝑁𝑠𝑒𝑞 , 𝑑, 𝑚, 𝑔) 

 
where: 
DN0static,ref = static dark signal reference 
DN0cal = dark signal derived from calibration sector 
and all other parameters have been defined above. 
 
The static dark signal reference is calculated offline and stored in a LUT. 
 
The drift correction is given by the difference between the dark signal acquired from the 
calibration sector data for an arbitrary orbit and the static dark signal reference: 
 

Nseq = 33-Nagg
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𝐷𝑁0𝑑𝑟𝑖𝑓𝑡(𝑁𝑜𝑟𝑏 , 𝑁𝑠𝑒𝑞 , 𝑑, 𝑔, 𝑚) =  𝐷𝑁0𝑐𝑎𝑙(𝑁𝑜𝑟𝑏, 𝑁𝑠𝑒𝑞 , 𝑑, 𝑚, 𝑔) − 𝐷𝑁0𝑠𝑡𝑎𝑡𝑖𝑐,𝑟𝑒𝑓(𝑁𝑠𝑒𝑞 , 𝑑, 𝑚, 𝑔) 

 
where: 
 
DN0drift = offset drift correction 
DN0cal = dark signal derived from calibration sector data 
Norb = orbit number 
and all other parameters have been defined above. 
 
Note that the drift correction is zero for the reference orbit in which the EV data are 
collected for the EV derived offset LUT update, as it should be to avoid biasing the offsets. 
 
Finally, the dynamically corrected offsets applied in the ground processing are given by 
the sum of the ground offset LUT and the drift correction: 
 

 

 
where Nseq(f) is the sequence order associated with frame f and all other parameters have 
been defined above. 
 
 
The dark signals, DN0cal (Norb, Nseq, d, m, g), are determined by the following algorithm.  
For each calibration sector, sequence order, detector, mirror side and gain state, signals 
are collected over an entire orbit that satisfy the following three conditions at the time 
when the signals are acquired: 
 

(a) The satellite is in eclipse.  (No solar illumination.) 
(b) The lunar illumination is below a prescribed level.  (No significant lunar 

illumination.) 
(c) The entire swath is dark for the granule containing the signal.  (No earthshine.) 

 
Condition (a) is assured by requiring the Solar Zenith Angle (SZA) to be greater than a 
prescribed threshold in a LUT, so that the sun is below the horizon when the signal is 
acquired.  Condition (b) is assured by requiring the lunar illumination for the time at which 
the signal is acquired to be less than a prescribed threshold.  Both lunar illumination levels 
over time and this threshold are captured in LUTs.  Condition (c) is assured by acquiring 
signals only from granules for which VIIRS is in Nighttime Operational mode.  This 
operating mode information is available in VIIRS data product metadata. 
 
Once the set of dark signals meeting the above conditions has been determined for each 
calibration sector, the dark signals from the different calibration sectors are pooled based 
on the value of a flag in a LUT.  Any subset of the three calibration sectors can be selected 
for use in dark signal determination.  The dark signal values in the pooled set are ordered 
from least to greatest, and the value that is greater than a prescribed percentage of the 
values in the set is selected as the representative dark signal for the given orbit.  This 

DN0 Norb, f ,d,g,m( ) =DN0drift Norb,Nseq f( ),d,g,m( )+DN0ground f ,d,g,m( )
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dark signal value is then ingested into a Robust Holt Winters smoothing algorithm, along 
with the smoothed dark signal value from the prior orbit, to generate the smoothed dark 
signal for the given orbit.  Finally, a linear transformation is applied using an offset and 
scale factor from a LUT for fine tuning, if necessary, and it is this smoothed and tuned 
value that is captured in the array DN0cal (Norb, Nseq, d, m, g). 
 
 
D6.  DNB Gain Ratio Determination 
 
Only the DNB LGS gain can be directly calculated from solar calibration data.  The MGS 
and HGS are saturated when the sun illuminates the solar diffuser. The MGS and LGS 
gains are determined by on-orbit measurement of gain ratios between successive gain 
stages and application of these gain ratios to the measured LGS gain as multiplicative 
factors. The RSBAutoCal algorithm employs this same bootstrapping approach except 
that the gain ratios are derived from calibration sector data rather than from EV data. 
 
DNB calibration data are acquired in all gain states in each calibration sector every scan, 
but for a single aggregation mode.  The instrument cycles through the 32 EV aggregation 
modes and four test aggregation modes (36 total) in 72 scans, since the aggregation 
mode is held fixed over two successive scans to capture data from both mirror sides.  
When the satellite passes over the terminator region there is enough reflected earthshine 
in all three calibration sectors so that successive pairs of gain states are simultaneously 
unsaturated in some pixels.  Such data are exploited to calculate gain ratios. 
 
The algorithm for gain ratio determination is as follows.  Pairs of unsaturated signals for 
successive gain states, e.g., MGS and LGS, MGS and HGA, or MGS and HGB, are 
identified and captured.  Two filters are applied to these signals to allow further processing 
into gain ratios: 
 

(a) The raw signal must be less than a prescribed threshold acquired from a LUT.   
(b) The offset corrected signal must be greater than a prescribed threshold acquired 

from a LUT. 
 
Condition (a) ensures that data used are sufficiently far from the high end digital saturation 
level to remain in the well behaved linear range of the gain state.  Condition (b) ensures 
that the offset corrected signal is positive and sufficiently great to provide adequate SNR.  
The threshold values are chosen via offline testing and analysis.  Note that the offset for 
calibration sector data is just the dark signal calculated from calibration sector data as 
described above. 
 
For pairs of dark signals that pass through both filters, gain ratios are calculated as 
follows: 
 

 
cMGS

cLGS
=
dnLGS

dnMGS
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where: 
 
cMGS = MGS gain for 13 bit EV data 
cLGS = LGS gain for 13 bit EV data 
cHGA = HGA gain for 14 bit EV data 
cHGB = HGB gain for 14 bit EV data 
dnLGS = LGS offset corrected cal sector counts at 14 bits 
dnMGS = MGS offset corrected cal sector counts at 14 bits 
dnHGA = HGA offset corrected cal sector counts at 14 bits 
dnHGB = HGB offset corrected cal sector counts at 14 bits 
 
 
The above equations follow from the fact that both gain states view the same scene 
radiance.  The factor of one half occurs in the equations involving HGA and HGB, because 
all the calibration data are acquired at 14 bits, whereas in the EV the MGS and LGS are 
at 13 bits.  The HGS, which is the average of HGA and HGB, remains at 14 bits in the 
EV.  All the desired gains are applied in EV and are consistent with the precision of the 
EV data. 
 
The following equations describes the logic for determining the gain scale factor 
associated with changing precision from 14 bits to 13 bits: 
 

 

 
where 
L = scene radiance 
c(x bits) = gain for x bit data 
dn(x bits) = offset corrected signal at x bits 
 
Once the gain ratios have been calculated for a given orbit for each calibration sector, 
detector, sequence order, and mirror side, the values for different calibration sectors are 
pooled together into a common set, depending upon the value of a flag in a LUT.  Any 
subset of the three calibration sectors can be selected for use in dark signal 
determination.  The median of the pooled set is calculated as the representative value of 
the gain ratio for the given orbit.  The gain ratio from the given orbit is combined with the 

cHGA

cMGS
=

1

2

dnMGS

dnHGA

cHGB

cMGS
=

1

2

dnMGS

dnHGB

L = c 14 bits( )dn 14 bits( ) = c 14 bits( )2dn 13bits( ) = c 13bits( )dn 13bits( )
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smoothed value of the gain ratio from the prior orbit using Robust Holt Winters filtering to 
generate the smoothed value for the given orbit.  Finally, a linear transformation is applied 
using an offset and scale factor from a LUT to perform tuning of the gain ratios, if deemed 
necessary.     
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