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Accomplishments

x The State 1 (NPP on-orbit only) C3 and IDP Segments (Figure 1) have undergone extensive testing and were installed and
transitioned to operations in 2007 and 2009 respectively.

X NPOESS Preparatory Project (NPP) Compatibility Tests for telemetry and command have been executed from the NSOF by
operational personnel to flow data from the NPP Spacecraft at the Ball Aerospace and Technologies Corporation (BATC)
factory (Figure 3) through to the NSOF.

x Stored Mission Data (SMD) has been recorded through the C3S Baseband and Preprocessor Equipment at the BATC
factory from the NPP Spacecratft.

X Recorded NPP SMD has been transferred to Svalbard, played back through the Preprocessor at Svalbard through C3S
JPSS WAN, processed by the Data Handling Node, and transferred to IDPS at NESDIS and AFWA for processing (Figure 4).

x System Testing has verified data throughput to the Centrals.

x C3S and IDPS State 2 (NPP, JPSS-1, DWSS-1 on-orbit) CGS development has started with the award of the JPSS CGS
NASA Contract using State 1 as starting point (Figure 2).

x JPSS Distributed Receptor Network (DRN) work is underway (Figure 5) to support 2014 launch date.

x |IDPS State 2 baseline delivers additional computing and storage and incorporates the algorithms to support the processing
of JPSS and DWSS instruments (Figure 6).

X State 2 architecture supports near continuous flow of SMD from receptors: 1 contact per orbit for NPP and multiple contacts
per orbit for JPSS and DWSS satellites.

Figure 2 - State 1 JPSS System
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Key Features of the Deployed C3S System  Key Features of the Deployed IDPS System
A Data latency of less than 30 Seconds from ground receipt of data

Figure 3 - NPP Data Generated at the BATC Factory
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