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ABSTRACT

Satellite measurements of sea surface temperature (SST) are regularly available from data supplied by the
AVHRR instruments on the NOAA meteorological satellites. In cloudless areas SST is derived from the infrared
data using a differential absorption technique to correct for the effect of the atmosphere. For the AVHRR data
a multichannel (multiwavelength ) approach is used and global operational algorithms are in use. During 1990
a new instrument that has been specifically designed to measure SST will be launched on the European satellite,
ERS-1. The Along Track Scanning Radiometer (ATSR) will provide six infrared measurements for each pixel
on the earth’s surface. Using the same differential absorption techniques, a multitude of algorithms for providing
SST will then be possible. In this note a technique is described that will enable the comparison and optimization
of SST algorithms and will also aid in the selection of the most appropriate algorithm for ATSR data analysis.

To demonstrate the technique mosaic images were constructed from small areas of cloud-free infrared images
of the sea surface as seen by the NOAA-9 AVHRR. Each area was approximately 55 km by 55 km and, by
arranging them in order of decreasing mean temperature and increasing mean zenith angle, it was possible to
use an image analysis system to compare the relative performance of different algorithms for deriving surface
temperature. The images were also used to compare some NOAA-7 SST algorithms.

A second set of mosaic images was constructed using NOAA-10 AVHRR data collected on the same night
and for the same surface location. Images of SST derived with theoretical NOAA-10 algorithms were compared
with those from an operational NOAA-9 algorithm. Then a simple optimization technique was used to obtain
a new algorithm for deriving SST from channels 3 and 4 of the NOAA-10 instrument. This optimization scheme,
using an ordered mosaic image that covers a wide range of conditions (location, local zenith angle, or some
other parameter), should be applicable to the comparison and optimization of other satellite data products.
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1. Introduction

Satellite measurements of sea surface temperature
(SST) are now being used operationally in weather
forecasting, oceanography, fishing, pollution monitor-
ing and climate studies. Techniques for providing ac-
curate measurements in clear sky conditions have now
advanced to the stage where satellite estimates are as
reliable as those supplied routinely by ships. Errors of
0.7 K in midlatitudes are possible with a larger error
(1.0-2.0 K) in tropical regions. In 1990 the ERS-1
satellite to be launched by the European Space Agency
will include the Along-Track Scanning Radiometer
(ATSR) that has been designed to reduce the errors in
the remote measurement of SST to about 0.3 K. This
increased accuracy is due in part to the use of mul-
tiangle, as well as multichannel, measurements to de-
termine the atmospheric absorption. With these fore-
cast accuracies in SST, it will be necessary to take great
care, not only in the derivation and validation of the
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algorithms, but also in the selection of the best algo-
rithm to be used in each situation.

The current operational multichannel (MCSST) al-
gorithms are obtained initially from a theoretical at-
mospheric transmission model and then fine tuned us-
ing coincident satellite and drifting buoy data. For the
NOAA series of satellites SST has been derived using
the split window channels (4 and 5) of the Advanced
Very High Resolution Radiometer (AVHRR ) instru-
ment. These channels have a bandwidth of 1 um and
are centered at wavelengths of 10.8 and 12.0 um, re-
spectively. Although a more accurate SST measure-
ment should be available by using AVHRR channel 3
at 3.7 um with channel 4, algorithms using these chan-
nels have not been used as the 3.7 um channels of past
AVHRR instruments have developed a noisy signal
soon after launch.

In this note we give an example of a technique that
can be used for both comparison and optimization of
new algorithms for deriving SST from satellite data.
This is done by using a mosaic of small clear sky images
of the sea surface that covers a range of view angles
from nadir to the edge of the AVHRR swath and from
tropical seas to those with temperatures near 13°C.
The relative performances of different algorithms for
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NOAA-7 and NOAA-9 are discussed and an SST al-
gorithm for NOAA-10 AVHRR is derived. This latter
algorithm is compared with one obtained using an at-
mospheric transmission model.

Early in the life of the ATSR mission it will be nec-
essary to compare the derived SST fields with those
obtained from the operational AVHRR instruments.
The technique described here will provide a useful
means of comparing the relative performance of the
two different instruments. The ATSR has effectively
six infrared channels (3.7, 10.8 and 12 pm at two dif-
ferent view angles) and thus a multitude of SST al-
gorithms is possible using 2-6 measurements for each
pixel. This technique will then assist in the selection
of the best ATSR SST algorithm depending on such
factors as location, atmospheric water vapor content,
surface wind speed and atmospheric aerosol content.

The algorithms used in the NOAA-9 analysis are
also compared using collocated satellite and ship data
collected in Australian waters. This comparison high-
lights the problems encountered in deriving SST in
tropical areas. The technique described here could be
used to derive a better algorithm for use in tropical
waters.

2. Satellite datasets

Large areas of NOAA-9 AVHRR data from a range
of latitudes and containing cloudless areas over the sea
were collected. A simple signal threshold and spatial
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coherence technique was then used to select smaller
areas over the sea that were apparently cloud-free. Each
of these small areas was then mapped onto a latitude—
longitude grid of approximately 55 km by 55 km (50
X 50 grid points). The satellite measured radiances
were converted to brightness temperatures using a
Planck function with an appropriate wavelength. One
hundred small areas were then used to generate mosaic
images of the brightness temperatures in the three
NOAA-9 infrared channels. The data were all from
nighttime passes so that the 3.7 micrometer channel
(No. 3) was not contaminated with reflected solar ra-
diation. The current AVHRR instruments have an in-
herent periodic noise in the channel 3 data that appears
to increase with the age of the satellite. In our data this
noise was reduced by passing the raw data stream
through a filter, but when viewing the mosaic images
it was obvious that some of the noise remained (for
example, see Fig. 2). The mosaic elements were ar-
ranged so that the brightness temperatures were highest
at the top and lowest at the bottom of the mosaic and
the observation angle (zenith angle) increased from
left to right. This arrangement could then be used to
investigate the relative performance of different NOAA-
9 SST algorithms for different temperatures and view
angles. Figure 1 shows the mosaic image of the satellite
brightness temperature in channel 4, the average SST
of each element as calculated with the NOAA-9
MCSST algorithm (E. P. McClain 1986, private com-
munication) and the zenith angle at the earth’s surface.

20.7 20.8 20.7 20.9 22.5 21.6 20.8 20.9 21.9 20.8
C2) (9 (29) (32) (49) (52) (52) (54) (54) (57)
19.9 20.6 20.1 20.5 19.9 19.9 20.0 20.6 20.6 20.6
(1L 1) (9 (11) (13) (14) (26) (28) (30) (39)
19.9 19.6 19.7 19.6 19.6 19.8 19.6 19.5 19.7 19.8
2y (5 (9) (17) (20) (21) (35) (47) (50) (57)
19.2  19.1  19.0 19.3 19.2 19.3 19.5 19.2 19.5 19.3
6) (8 (13) (22) (22) (23) (23) (24) (52) (56)
13.0 18.7 18.7 18.8 18.8 19.1 18.8 18.9 19.2 19.2
(16)  (16)  (17)  (18)  (21) (22) (23) (24) (25) (53)
18.7 18.5 18.6 8.6 18.6 18.5 18.5 18.6 18.6 18.7
(9) (11) (11) (15) (21) (21) (34) (56) (57) (58)
16.9 16.5 16.2 17.8 18.3 17.7 17.6 17.8 18.3 18.3
(2) (14) (17) (24) (26) (27) (56) (57) (57) (58)
15,1 16.1 16.2 16.4 15.8 15.6 14.9 14.8 14.5 15.3
(9) (24) (24) (26) (27) (29) (30) (30) (30) (31)
13.6 13.5 13.5 12.8 12.8 12.7 13.5 14.3 14.3 14.3
(10)  (11) (14) (21) (22) (24) (27) (31) (32) (33
12.6 12.6 12.0 12.2 11.9 12.5 12.1 12.3 12.6 12.6
(18) (22) (22) (24) (25) (25) (27) (34) (36) (36)

F1G. 1. (a) The mosaic image for the NOAA-9 AVHRR channel 4 brightness temperature. Dark areas are cold (12°C) and light areas
hot (22°C). (b) The corresponding average SST (in °C) for each mosaic element as derived with the MCSST algorithm for the NOAA-9
data, and the satellite zenith angle in degrees as viewed from the surface (in brackets).
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A closer look at the mosaic images reveals that some
of the elements display large gradients in brightness
temperature. Because the same gradients appear in the
NOAA-10 data (collected either 8 hours earlier or 3
hours later) we are confident that the cloud detection
technique works well and that the gradients are in SST
and are not due to clouds. There are, however, three
or four small areas toward the bottom of the mosaic
that are most likely due to islands or isolated clouds
but have passed through our cloud detection test. These
small areas are less than 5 X 5 pixels in size, have a

brightness temperature not too different to the sur-.

rounding area, and will thus have no significant effect
on the following analysis.

A second set of mosaic images was created by taking
the data from the NOAA-10 satellite orbit that covered
the same area as ecither the preceding or following
NOAA-9 orbit. The small areas corresponding to those
used in the NOAA-9 mosaic were checked to ensure
that they were also cloud-free and were then remapped
onto the same latitude-longitude grid as the NOAA-9
data. The NOAA-10 mosaic images were generated by
placing the elements in the same mosaic location as
the corresponding NOAA-9 elements. In the NOAA-
10 mosaic images the temperature gradation from the
top to the bottom of the image was maintained, but
the view angle ordering was destroyed as the NOAA-
10 angles bear no simple relation to the corresponding
NOAA-9 data. NOAA-10 data were collected either
after sunset or just after sunrise. In the latter case the
sun angle was sufficiently low so that reflected solar
radiation did not contribute significantly to the radi-
ance at 3.7 um. NOAA-10 carries the 4-channel version
of the AVHRR and so only two infrared images were
created; channel 3 centered at 3.7 um and channel 4
at 10.8 um.

The spectral response functions for the same channel
on different AVHRR instruments are slightly different,
resulting in the need for different SST algorithms for
each satellite.

3. Algorithm comparison
a. NOAA-9

The NOAA-9 MCSST algorithm was taken as the
standard in this comparison; i.e., the correct SST is
derived using the following algorithm with T4 and Ts
being the brightness temperatures in absolute degrees:

SST = 3.703T, — 2.704Ts + 0.71 (M45) (1)

[The code M45 refers to the McClain channels 4 and
5 algorithm; B refers to Barton et al. (1989), and 6,
used in the codes below, refers to an algorithm that
has a view angle dependence.]

For NOAA-9 the MCSST algorithm was tested
against those derived by Barton et al. (1989) from a
band model of atmospheric absorption. The McClain
algorithms have been kindly supplied by E. P. McClain
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of NOAA /NESDIS. Comparisons with the accepted
“true SST” were made with the SST derived using al-
gorithms with a view-angle dependence and those in-
dependent of view angle. Comparisons were also made
with SSTs derived with algorithms using channels 3
and 4. The algorithms used were:

SST = 3.6387, — 2.634Ts — 0.46 (B4)5)
SST = SST(M45) — 0.27S5(T4 — T5s)
+0.7388 — 0.23 (M456) (3)
SST = (3.439 + 0.8535)T4 — (2.429 + 0.8455)Ts
—(2.07 + 1.705) (B456) (4)
SST = 1.52575 — 0.51274 — 1.54 (M34) (5)
SST = 1.494T5 — 0.454T, — 9.15 (B34) (6)
SST = SST(M34) + 0.958S5(T3 — T4)
+ 1.5508 — 0.32 (M346) (7)
SST = (1.439 + 0.083.5)T5 — (0.395 + 0.0718) T,

—(10.51 + 1.80S) (B344) (8)

where S = sec(8) — 1, 0 being the zenith angle of the
satellite at the earth’s surface.

For each of these algorithms the differences between
the SSTs for M45 and the algorithm concerned were
analyzed in image form. The standard deviations and
average biases for the SST difference images are given
in Table 1, which also contains some results for dif-
ferences not included in the following discussion. It
was also possible to view the difference images (e.g.,
Fig. 2 for M45 — M34) to compare the relative per-
formance at a range of surface temperatures and zenith
angles.

Because the coefficients are quite similar there is no
significant difference between the M45 and B45 algo-
rithms. The difference image shows a uniform value
of near 0.2 K at all temperatures and zenith angles.

The difference image for the M45 and M456 algo-
rithms show that the agreement is good at all temper-
atures and zenith angles, but is best for high and low
temperatures at low and high angles and is worst (ap-
proximately 0.12 K only) at medium temperatures and
middle angles.

The M45 — B45¢ SST difference image shows low
values for all image locations except for high temper-
atures at low and high angles where the difference value
is near 0.9 K.

The M45 — M34 SST difference image is shown in
Fig. 2. Assuming that the M45 algorithm provides the
correct value of SST, the M34 algorithm performs best
for both high and low SST values with larger zenith
angles and performs reasonably well for other temper-
atures and zenith angles except for high temperatures
and low zenith angles. The M45 — B34 comparison
showed a similar difference image to that for M45
— M34,

(2)
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TaBLE 1. Difference image statistics for the algorithm intercomparison. See the text for codes.

Mean bias Standard deviation
Difference image details (K) (K)
NOAA-9 .
M45 — B45 -0.22 0.01
M45 — M456 0.16 0.07
M45 — B454 -0.36 0.20
B45 — B456 : -0.14 0.20
M45 — M34 0.68 0.63
M45 - B34 0.55 0.60
M45 — B344 0.52 0.56
M34 — B34 -0.13 0.07
M34 — B344 —0.16 0.27
B34 — B344 -0.03 0.24
NOAA-10
M45(NOAA-9) — B10 —0.28 0.77
M45(NOAA-9) — B108 -0.32 0.77
M34(NOAA-9) — B10 —0.96 1.03
M34(NOAA-9) — B10d -1.00 1.04

B10 — B10# -0.04 0.21

NOAA-7 (Channels 4 and 5)

MCSST (night) — MCSST (day) —-0.31 0.22
— Imbault 0.79 0.56
— Singh (1984) 0.25 0.66
— Maul (1983) -1.40 0.19
— Minnett et al. (1982) -1.20 0.31
— Llewellyn-Jones et al. (1984) 0.96 0.29

M34 was also compared to B34 and B346. As ex-
pected the agreement was quite good for the first of
these due to the similarity between the two algorithms.
The second difference image showed good agreement
except for high temperatures at low and high zenith
angles.

In a later section the use of this analysis technique
is used to derive an optimum set of coefficients for
channels 3 and 4 algorithms for the NOAA-10 AVHRR
instrument.

b. NOAA-10

The NOAA-10 algorithms used for comparison were
derived in the same manner as those for the NOAA-9
using the band model of Barton et al. (1989 ) with the
NOAA-10 AVHRR filter response functions. The al-

gorithms derived were:

SST = 1.411T, — 0.375T, — 7.87 (B10) (9)
SST = (1.367 + 0.070S5) T3 — (0.327 + 0.0598) T4

FIG. 2. The NOAA-9 difference image for the SSTs derived with
the MCSST and the McClain channels 3 and 4 algorithm. The gray - (9.228 + 1.494S) (B106). (10)
scale shows the difference between the SST calculated with the two
algorithms (°C). The striations in the image result from the periodic R
noise in channel 3, which has not been completely removed by the included in Table 1. In the first four of these compar-

filtering process. isons we assume that the SST derived with the NOAA-

The statistics for the NOAA-10 comparisons are also
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9 algorithms and the NOAA-9 data are the true SST
values for the NOAA-10 images. This is a reasonable
assumption as the SST does not change significantly
in the 3 or 8 hour period between the collection of the
two sets of data, and each of the elements of the NOAA-
10 mosaic matches the corresponding NOAA-9 ele-
ment. In the NOAA-10 comparisons no deductions
can be made with regard to the performance at different
zenith angles as the images are no longer ordered in
increasing angle from left to right.

The M45 — BI10 difference image shows the best
agreement for middle values of temperature, negative
values up to 2 K at high temperatures and positive
values for low temperatures. There was no significant
improvement in the comparison for the M45 — B104
difference.

¢. NOAA-7

The performance of several NOAA-7 SST algorithms
for channels 4 and 5 was assessed. In this comparison
we assume that the NOAA-7 satellite brightness tem-
peratures are the same as those for the NOAA-9 mo-
saics. The McClain nighttime MCSST algorithm was
again assumed to produce the “true SST” against which
all other algorithms were compared. The algorithms
used are: :

SST = 4.244T, — 3.1687Ts — 23.07
(MCSST, night) (11)
SST = 3.614T, — 2.580Ts — 10.05 (MCSST, day)
(12)
SST = 2.270T4 — 1.270Ts — 0.18
(Imbault et al. 1981) (13)

SST = 1.764T, — 0.764Ts — 0.78 (Singh 1984)
(14)
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SST = 4.3507, — 3.3507s + 0.32 (Maul 1983)

(15)

SST = 3.573T, — 2.575Ts + 0.79
(Minnett et al. 1982) (16)

SST = 3.795T, — 2.80375 — 1.48

(Llewellyn-Jones et al. 1984). (17)

The statistics of the difference images are given in
Table 1. The difference image between the night and
day MCSST algorithms showed a value of —0.2 K for
all areas except those for low temperatures and high
angles where the values were near —0.6 K. In all other
cases there was a general diagonal gradation in differ-
ence from larger values at high temperature /low angle
(top left of the image) to smaller values at low tem-
perature / high angle (bottom right). For example, the
MCSST /Llewellyn-Jones difference was 1.4 K at the
top left, decreasing to 0.4 K at the bottom right, while
the MCSST /Maul difference was 1.4 K at the top left
and —1.8 K at the bottom right.

4. Derivation of NOAA-10 SST algorithm

The comparison between the MCSST values (de-
rived for NOAA-9) and the B10 algorithm (derived
from theory for NOAA-10 channels 3 and 4), gives a
bias of —0.28 K and a standard deviation of 0.77 K.
An optimization procedure based on least-squares was
used to find the best simple algorithm for deriving SST
(i.e., matching the MCSST values). The coefficients
of T5 and T4 in the B10 algorithm [Eq. (9)] were each
adjusted until the standard deviation of the temperature
difference image was a minimum (0.68 K). The op-
timized values of the coefficients are given in the fol-
lowing algorithm:

SST = 1.3075 — 0.3874 + 25.68. (17)

TABLE 2. Satellite brightness temperatures and ship data for the algorithm intercomparison.

Location
Satellite brightness temperatures
NOAA-9 orbit Date Latitude Longitude Ship

(*: daytime) (d/moy/yr) °S) (°E) SST T; Ty Ts
4 467* 25/10/85 184 153.5 26.7 — 19.9 17.7
4 510% 28/10/85 15.6 156.5 28.4 — 15.6 12.5
4 524* 29/10/85 13.4 154.9 29.1 —_ 19.1 16.0
4 545 31/10/85 13.0 151.7 27.4 — 229 21.4
4 552% 31/10/85 13.5 150.7 27.4 — 22,5 20.7
4 559* 01/11/85 14.3 149.3 26.9 — 18.5 16.3
4 580* 02/11/85 14.4 146.0 26.6 — 16.2 13.7
4602 04/11/85 16.6 147.7 26.5 — 17.9 15.1
13942 27/08/87 29.1 113.8 20.5 17.3 179 17.4
13956 29/08/87 28.2 113.8 19.7 17.5 16.6 15.3
13970 30/08/87 29.1 114.0 20.3 17.3 16.4 15.1
14 069 06/09/87 29.1 114.5 189 17.2 17.1 16.1
14 083 07/09/87 30.1 114.6 19.2 16.9 17.3 16.7
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For comparison, the optimized and original algorithms
were also compared in the usual manner. The differ-
ence image (B10-optimum) shows a bias of 0.22 K
and a standard deviation of 0.38 K.

This simple optimization procedure in fact gave a
large range of values (with the sum of the two coeffi-
cients being close to unity) over which the standard
deviation changed little. This insensitivity of bichannel
SST algorithms to the actual value of the two brightness
temperature coefficients is also evident in the NOAA-
7 algorithms given above in Egs. (11)-(17). The major
constraint is for the sum of the coefficients to be near
unity.

5. Comparisons using collocated ship and satellite data

Data collected during two cruises of the R.V. Frank-
lin were used to further test the performance of the
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NOAA-9 algorithms. Details of the ship and satellite
data are given in Table 2. During both cruises the ship
SST measurements were obtained with a calibrated
thermosalinograph that was regularly checked with
bucket measurements and an accurate thermistor. The
SST values calculated using the various NOAA-9 al-
gorithms are given in Table 3. For each algorithm the
bias and standard deviations are given for the total
dataset as well as just for the midlatitude data.

The intercomparison of these different algorithms is
complicated by the presence of a cool skin layer at the
ocean surface (Paulson and Simpson 1981). Robinson
et al. (1984) report that in the case of a well-mixed
surface layer the bulk temperature of the ocean is
warmer than the radiative temperature of the surface
skin layer by 0.1-0.5 K. The McClain algorithms are
fine-tuned using coincident satellite and buoy data and
thus give a measure of the bulk temperature. The Bar-

TABLE 3. Comparison of ship data with SSTs calculated from the various NOAA-9 algorithms. Temperatures are in °C.
The figures in brackets show the difference between the ship and algorithm SST.

Zenith
angle Ship :
Orbit °C) SST M45 B45 M450 B456 M34 B34 M346 B346
4 467 50 26.7 26.3 26.4 26.1 275
(0.4) 0.3y (0.6) (—0.8)
4510 65 28.4 244 24.5 24.0 28.4
(40.0) 3.9 4.4) 0.0)
4524 54 29.1 27.9 28.0 27.6 29.8
(1.2) (1.1) (1.5) (-0.7)
4 545 36 27.4 27.4 27.6 27.2 27.9
(0.0) (—0.2) 0.2) (—0.5)
4 552 5 27.4 27.8 28.0 27.6 27.8
(—0.4) (—0.6) (-0.2) (—0.4)
4 559 56 26.9 249 25.0 24.8 26.7
2.0) (1.9) 2.1) (0.2)
4 580 60 26.6 234 23.5 23.2 25.8
(3.2) 3.1) 3.4) (0.8) ~
4 602 43 26.5 259 26.0 25.7 26.6
(0.6) 0.5) 0.8) (—0.1)
13942 10 20.5 19.7 19.9 19.5 20.0 19.2 19.5 18.9 19.4
(0.8) 0.6) (1.0) 0.5) (1.3) (1.0) (1.6) (1.1)
13956 29 19.7 20.5 20.7 20.4 20.8 20.2 204 20.2 20.4
(—0.8) (-1.0) (-0.7) (-1.1) (—0.5) (-0.7) (—0.5) (—0.7)
13970 40 20.3 20.3 20.5 20.2 20.9 20.0 20.2 20.4 20.5
0.0 (—0.2) 0.1) (—0.6) (0.3) ©.1) (—0.1) (-0.2)
14 069 0 18.9 20.2 20.4 20.0 204 19.5 19.7 19.2 19.5
(-1.3) (—1.5) (=L1) (—1.5) (—0.6) (—0.8) (=0.3) (—0.6)
14 083 15 19.2 19.3 19.6 19.1 19.6 18.9 19.2 18.6 19.1
(-0.1) (—0.4) (0.1) (—-0.4) 0.3) 0.0) (0.6) 0.1)
All data
Bias 0.74 0.58 0.94 =0.35
Standard error 1.65 1.62 1.78 0.70
Midlatitude data .
Bias —0.28 —0.74 -0.12 —0.62 0.16 0.08 0.26 0.06
Standard error 0.77 0.87 0.74 0.92 0.70 0.65 0.81 0.65
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ton et al. (1989) algorithms are derived using a model
of infrared transmission through the atmosphere and
therefore give the skin temperature. Thus, ideally, the
McClain temperatures should agree exactly with the
ship data while the Barton temperatures should un-
derestimate by about 0.3 K.

The set of atmospheric profiles used by Barton et al.
(1989), although containing a spread of data for all
latitudes, are biased towards tropical maritime atmo-
spheres. This is probably the reason for the good agree-
ment between the theory and observations for the B456
algorithm. The other algorithms, M45, B45 and M456,
all perform poorly on the tropical data but do quite
well on the midlatitude data. As expected, the differ-
ences between the biases of the algorithms is in close
agreement with the image analysis above. These results
suggest that it may be necessary to use a modified
MCSST algorithm for tropical areas. The results here
also indicate that similar accuracies may be obtainable
for tropical areas as for midlatitudes. From this small
dataset the error in satellite derived SST using AVHRR
channels 4 and 5 appears to be near 0.8 K.

6. Concluding remarks

As numerical models of the ocean and atmosphere
become more sophisticated, so the datasets used for
initialization and verification will require better ac-
curacy and broader coverage. Satellite instrumentation
will be able to supply these datasets only if techniques
exist that can accurately analyze the satellite data. A
method of using an interactive image analysis system
to assess the performance of different algorithms for
deriving SST is described in this note. Here the data
have all been collected off the east coast of Australia
between latitudes of 15° and 40°S and so there may
be a geographical bias to this algorithm analysis. For
global algorithms a dataset that includes a larger range
of sea surface temperatures and locations is required.

In the example given in this note we have used chan-
nel 4 brightness temperature and local zenith angle as
the two parameters to create the order of our mosaic
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image. Future analyses could well use other parameters
of interest: e.g., aerosol content, surface wind speed
and atmospheric water vapor content.

This analysis will be further developed for the in-
tercomparison of SST fields derived from operational
AVHRR instruments on the NOAA satellites and the
products from the ATSR. For the ATSR data analysis
it is most likely that different algorithms will be used
to derive SST depending on several factors including
location, time of day, local weather conditions and at-
mospheric aerosol content. By using this mosaic tech-
nique it will be possible to assess the performance of
different algorithms under different conditions.

The technique should also find parallel uses in the
intercomparison and optimization of many other sat-
ellite-derived products.
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