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Abstract. A new satellite sea surface temperature (SST) algorithm is developed
that uses nearly coincident measurements from the microwave special sensor
microwave imager (SSM/I) to correct for atmospheric moisture attenuation of
the infrared signal from the advanced very high resolution radiometer (AVHRR).
This new SST algorithm is applied to AVHRR imagery from the South Pacific
and Norwegian seas, which are then compared with simultaneous in situ (ship
based) measurements, of both skin and bulk SST. In addition, an SST algorithm
using a quadratic product of the difference between the two AVHRR thermal
infrared channels is compared with the in situ measurements. While the quadratic
formulation provides a considerable improvement over the older cross product
(CPSST) and multichannel (MCSST) algorithms, the SSM/I corrected SST (called
the water vapor or WVSST) shows overall smaller errors when compared to both
the skin and bulk in situ SST observations. Applied to individual AVHRR images,
the WVSST reveals an SST difference pattern (CPSST-WVSST) similar in shape
to the water vapor structure while the CPSST-quadratic SST difference appears
unrelated in pattern to the nearly coincident water vapor pattern. An application
of the WVSST to week-long composites of global area coverage (GAC) AVHRR
data demonstrates again the manner in which the WVSST corrects the AVHRR
for atmospheric moisture attenuation. By comparison the quadratic SST method
underestimates the SST corrections in the lower latitudes and overestimates the
SST in the higher latitudes. Correlations between the AVHRR thermal channel
differences and the SSM/I water vapor demonstrate the inability of the channel
difference to represent water vapor in the midlatitude and high latitudes during
summer. Compared against drifting buoy data the WVSST and the quadratic SST
both exhibit the same general behavior with relatively small differences with the
buoy temperatures.

Introduction

The largest error source in the computation of sea
surface temperature (SST) from infrared satellite im-
agery is the correction for signal attenuation by atmos-
pheric water vapor. The multichannel SST (MCSST)
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algorithm [McClain et al., 1985] used a linear differ-
ence between two different thermal infrared channels to
correct for this atmospheric moisture effect by the dif-
ferential absorption in the two channels [McMillin and
Crosby, 1984; McClain et al., 1985]. A further improve-
ment in water vapor correction was later introduced by
Walton [1988] and Walton et al. [1990] which was called
the cross product SST (CPSST). Using a nonlinear for-
mulation, the CPSST was designed to improve the wa-
ter vapor correction to SST in the moisture laden trop-
ics. In both the CPSST and the former MCSST the
algorithm coefficients are derived by matchups with in
situ buoy SST measurements.
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As discussed by Maul and Sidran [1973] and Hagan
[1989], it is necessary to have three independent mea-
surements to accurately compute SST. Here the prob-
lem is specifying both the SST and its atmospheric cor-
rection. Maul and Sidran [1973] suggested that three
thermal infrared channels be used to compute SST.
Others (I. Barton, personal communication, 1993) have
suggested that these three independent measurements
should be of water leaving radiance, the atmospheric
temperature profile, and the atmospheric water vapor
profile. In the case of the MCSST and the CPSST,
the water vapor effect is incorporated into the differ-
ential absorption of the two infrared channels as rep-
resented by the difference between the two thermal in-
frared brightness temperatures. Since the important
information is how much the atmospheric moisture col-
umn of interest varies from the norm, we require some
measurement of the total column moisture to correct
the infrared SST. Since we do not have accurate coin-
cident measures of the atmospheric water vapor profile,
we will instead use a satellite-based estimate of total
column atmospheric water vapor.

In this paper we will introduce an SST algorithm
that employs measurements of total column atmos-
pheric water vapor from nearly coincident special sen-
sor microwave imager (SSM/I) data for advanced very
high resolution radiometer (AVHRR) SST correction.
Since the SSM/I and AVHRR are both carried by space-
craft in Sun-synchronous polar orbits of similar altitude,
they have similar pass times over most areas. Since we
used SSM/I data from a period where only one instru-
ment was operating, we used water vapor averages over
2 days to compute the atmospheric moisture content.
A similar algorithm, which adds the square of the dif-
ference between AVHRR channels 4 and 5 (called here
the quadratic method) to the traditional MCSST, was
suggested to us by I. Barton (personal communication,
1993). In this approach the assumption is made that the
atmospheric moisture content can be estimated from
the difference between channels 4 and 5 and added as
a square to the linear correction. This approach will
be compared with the SST algorithm using the SSM/I
corrections (called the water vapor or WVSST) and
the standard CPSST and MCSST algorithms. Both
the new WVSST and the quadratic SST will be de-
rived as skin surface temperature algorithms using ra-
diative transfer computations from a suite of global ra-
diosonde profiles. For these algorithms, both ideal (non-
noisy) and specified instrument noise level simulations
were carried out. This is in contrast to the operational
practice of computing the SST algorithm coefficients
by matchups with in situ drifting buoy SST measure-
ments. Simulations were also performed using the same
radiosonde data set and radiative transfer code to de-
rive new coefficients for the CPSST and the MCSST.
The results of the simulations are then used to compare
the accuracy of all of the algorithms when derived from
a common basis.

All SST algorithms will then be applied to AVHRR
images from the South Pacific and the Norwegian seas
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that were collected coincident with in situ measure-
ments of skin and bulk SSTs from research vessels. For
these comparisons the operational CPSST and MCSST
algorithms are used rather than the algorithms derived
in the simulations discussed above. This was done be-
cause the operational algorithms were considered the
more appropriate for our application to real data. The
satellite based SST's for all algorithms will be intercom-
pared and will be compared with the simultaneous skin
and bulk SST measurements. Even with the limitations
of cloud cover in many of these AVHRR data sets there
is a substantial amount of data with which to evaluate
the performance of the various SST algorithms.

Finally, to demonstrate the global character of the
relationships between these algorithms, we used global
area coverage (GAC) AVHRR data to form global SST
maps. We used two 1-week periods in May-June 1990
when both AVHRR and SSM/I data were readily avail-
able. We have also compared SSTs from global drift-
ing buoy data with our satellite-based SST estimates.
While we will only present 1 week’s results, both weeks
displayed very similar behavior in terms of the perfor-
mance of the SST algorithms.

Water Vapor SST (WVSST)

In previous studies [Schluessel et al., 1987, 1990;
Wick et al., 1992] we made an effort to demonstrate the
importance of considering the infrared signal received
by the AVHRR as being emitted from the skin layer of
the sea surface. In all of these studies, no explicit effort
was expended to correct the infrared SST for signal at-
tenuation due to atmospheric moisture. We recognize
the importance of this water vapor contamination in
our comparisons, and the present study examines a va-
riety of new techniques for correcting the multichannel
AVHRR data for atmospheric water vapor attenuation
of the SST signal.

Since the primary atmospheric contamination effect
on the infrared AVHRR signal is due to total column
atmospheric water vapor, we sought additional infor-
mation to correct the AVHRR data. Having earlier de-
veloped a simple linear algorithm for the calculation
of water vapor from microwave satellite data from the
special sensor microwave imager (SSM/I [Schluessel and
Emery, 1990]) we decided to explore the correction of
the AVHRR SST using water vapor from nearly coin-
cident SSM/I data. The SSM/I and AVHRR are car-
ried by two different Sun-synchronous, polar-orbiting
weather satellites, and the data are not absolutely co-
incident but are not separated by much more than a
day. We used 2-day composites from the SSM/I on
the Defense Meteorological Satellite Program (DMSP)
satellite F8 in order to correct the AVHRR images. An
earlier study by Emery et al. [1990] demonstrated that
the atmospheric moisture field is well represented by a
2- to 4-day composite except for the regions of strong
weather fronts.

This new approach to computing infrared AVHRR
SST can be derived following the MCSST derivation by
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- McMillin and Crosby [1984] and making alterations in
the atmospheric absorption assumptions. The standard
MCSST algorithm can be written as

SST = a; + aTy + ‘)’(T4 - T5) (1)

where T and Ty are satellite brightness temperatures
in channels 4 and 5, respectively, and a1, as and v are
constants. Physically, this algorithm implies that an
accurate SST can be represented as one of the satellite
channels (here channel 4), and the difference between
the two thermal infrared channel brightness tempera-
tures, adjusted by a constant. The weighting factor ¥
in the MCSST equation [McMillin and Crosby, 1984]
is the dual-channel transmissivity ratio which can be
written as i—r
— T4
L (2)
where 7; = e~%i% (i = 4,5), k; are the absorption co-
efficients, and u represents the absorption amount over
the atmospheric path length.

We now wish to consider a second-order solution
rather than the first-order linear approximation made
in the MCSST derivation. This allows us to introduce
an explicit correction term for atmospheric water vapor.
Writing our transmissivity as

Ry

n=1—k,:u+(k—“2“)~ (3)
we find that the weighting factor v is linearally propor-
tional to the atmospheric path length absorption (Ap-
pendix A) and can be expressed as

Y= a; + asu (4)

where a; and a4 are constants. We assume that u can
be expanded into the atmospheric effects due to wa-
ter vapor and to other factors (primarily atmospheric
aerosols). We further assume that nonwater vapor ef-
fects are very small relative to the atmospheric moisture
contamination and thus write v = W, where W repre-
sents the water vapor content to transform (4) into

v =as+ asW (5)

Substituting this into (1), we can write our new water
vapor corrected SST (now called the WVSST) as

WVSST = a; +a2T4+a3(T4—T5)+a4W(T4—T5) (6)

where W = Wy/cos(), Wy is the total column atmos-
pheric water vapor from the sea surface to the satellite,
@ is the satellite scan angle (relative to nadir), and a;
are constant coefficients which can be obtained from
matching with some form of measurements. For our
study we will follow the examples of Schluessel et al.
[1987] and Barton [1985] which used atmospheric simu-
lations based on a radiative transfer model and a suite
of radiosonde profiles to compute SST coefficients for a
skin SST algorithm.
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An alternate approach to this SST formulation was
suggested by I. Barton (personnel communication, 1993)
which assumes that (T4 — T5) is an estimate of the ef-
fect of atmospheric moisture instead of using the SSM/1I
moisture estimate in equation (6). This is the essence
of the linear approximation in the original MCSST as
expressed in equation (1). If we now extend this same
assumption to our second-order approach we can write
our W term, in equations (5) and (6), as (Ty — Ts),
resulting in an SST formulation of

quadratic SST = a1+ asTy+ a3(Ty—Ts)

+a4(T4 - T5)2 (7)

The advantage of this formulation is that there is no
need for additional data to estimate the water vapor
term (W). Thus equation (7) can be used when only
AVHRR data are available, while equation (6) requires
SSM/I data in addition to the AVHRR data.

For the WVSST in equation (6) we used nearly co-
incident SSM/I data to compute total column water
vapor using the algorithm described by Schluessel and
Emery [1990]. Recently, this algorithm was compared
with many other SSM/I atmospheric water vapor al-
gorithms and with a suite of radiosonde data by C. L.
Norris and W. J. Emery (Comparisons of SSM/I water
vapor algorithms, submitted to Journal of Geophysical
Research, 1994). The conclusion was that the Schluessel
and Emery [1990] algorithm was as accurate as any of
the other algorithms and was much easier to apply due
to its inherently linear formulation. Thus it will be used
exclusively in this paper. It should also be pointed out,
however, that the C. L. Norris and W. J. Emery (sub-
mitted manuscript, 1994) comparisons clearly demon-
strate that other SSM/I water vapor retrieval methods
can be used for accurate estimates of total column water
vapor and these other methods would then be expected
to yield very similar accuracies to our WVSST when
they are used for estimates of W in equations (5) and

(6).

Atmospheric Simulations to Compute
Algorithm Coefficients

We used the atmospheric transmission model of Bar-
ton [1985] along with 300 oceanic radiosonde profiles to
compute our WVSST and quadratic SST algorithm co-
efficients. The 300 profiles included the 280 profiles used
by Schluessel et al. [1987] augmented by approximately
20 profiles from the data set used by Barton [1985]. The
combined radiosonde data set included data from all
latitudes, longitudes, and the winter/summer seasons
in the midlatitude and polar latitude. While not com-
pletely uniform in distribution, the resulting data set
was selected to give the best possible global representa-
tion with a limited set of atmospheric profiles. In order
to be fair in the comparisons of our new algorithms
with the traditional MCSST and CPSST we also used
the same atmospheric simulation technique to recom-
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Table 1. WVSST Coefficients for NOAA 11 AVHRR

Noise Included

Noise Excluded

Scan Angle RMS Mean Scan Angle RMS Mean
0.0 0.50 0.00 0.0 0.27 0.00
10.0 0.50 -0.01 10.0 0.28 -0.01
20.0 0.52 -0.03 20.0 0.29 -0.03
30.0 0.55 -0.08 30.0 0.33 -0.08
40.0 0.62 -0.17 40.0 0.40 -0.17
50.0 0.78 -0.34 50.0 0.57 -0.37

Algorithm is WVSST = a1 + a2Ts + as(Ty — Ts) + aaWo(T: — T5)/cos() (K). For noise
included, a; = —9.28496, a2 = 1.03676, a3 = 0.68113, and a4 = 0.31748. For noise excluded,
a1 = —4.87073, a2 = 1.01984, a3 = 1.45222, and a4 = 0.22798.

Table 2. Quadratic SST Coefficients for NOAA 11 AVHRR

Noise Included

Noise Excluded

Scan Angle RMS Mean Scan Angle RMS Mean
0.0 0.54 0.00 0.0 0.30 0.00
10.0 0.54 -0.02 10.0 0.30 -0.01
20.0 0.56 -0.07 20.0 0.32 -0.06
30.0 0.62 -0.19 30.0 0.38 -0.15
40.0 0.75 -0.39 40.0 0.53 -0.33
50.0 1.09 -0.80 50.0 0.87 -0.68

Algorithm is quadratic SST = a1 + a2Ty + a3(Ty — Ts) + as(Ts — T3)? (K). For noise

included, a1 = —12.56158, a2 = 1.04903, az = 0.40598, and as = 0.74536.

For noise

excluded, a1 = —6.03510, a2 = 1.02391, a3 = 1.61243, and a4 = 0.40691.

pute the coefficients in the two NOAA SST algorithms.
Since the operational coefficients were found by compar-
isons with in situ drifting buoy SST observations, they
are necessarily different from our atmospheric simula-
tion coefficients.

In our simulations we used two different assumptions.
At first we assumed a perfect instrument with no instru-
ment noise. In order to estimate the effects of instru-
ment noise to our SST calculations we added noise to
our simulations equivalent to an estimate of the noise
in the satellite radiometers. This noise will influence
both the overall error budget and the value of the co-
efficients since the noise will decrease the covariance
used to derive the regression coefficients in the simula-
tions. In addition, when using equation (6), we must
also account for the radiometer noise in the SSM/I for
estimating the atmospheric water vapor. For our simu-
lations with noise we used a noise level of +0.12 K for
T4 and Ts [Brown et al., 1985] and a noise level of +0.54
g/cm? for the SSM /I water vapor values [Schluessel and
Emery, 1990). '

The resulting coefficients are listed in Tables 1
(WVSST), 2 (quadratic SST), 3 (CPSST), and 4
(MCSST) for the NOAA 11 satellite. Note that no par-
ticular effort has been made to account for the inher-
ent nonlinearity in the sensor calibration [Brown et al.,
1993] and the NOAA calibration procedure is applied in
all cases to convert engineering units to brightness tem-
peratures. Also Tables 1-4 show the RMS differences
between the “true” simulation data set SST and that

from the algorithm, given as a function of scan angle for
both the noise and noiseless cases. In general, the RMS
values are a bit smaller for the WVSST when compared
to the quadratic SST. Also the quadratic SST RMS dif-
ferences increase more with higher scan angle than does
the WVSST. Although the differences are not statisti-
cally significant, both of these new SST algorithms have
smaller RMS differences than the MCSST and CPSST
algorithms. The CPSST is slightly better than the
MCSST, but the new algorithms show improvements
over both the CPSST and the MCSST. Further com-
parisons with the NOAA 11 operational CPSST and
MCSST algorithms yielded slightly poorer results (not
shown) in terms of RMS differences.

The simulation results are also presented graphically
in Figures 1-4 as differences from the “true” or “real”
SST from the simulation data set. The WVSST dif-
ferences in Figure 1 appear very similar to those for
the quadratic SST in Figure 2. Both have a 0°C mean
difference and the WVSST RMS difference (0.50°C) is
only slightly smaller than the 0.54°C difference for the
quadratic SST simulations. This suggests that both
approaches should perform about equally well in com-
puting SST in the presence of atmospheric moisture.
As will be discussed later, this turns out not to be the
case when the quadratic SST algorithm is applied to
real AVHRR data.

The CPSST simulations in Figure 3 have a slightly
larger spread than those in Figures 1 and 2; the mean
of 0.07°C is nonzero, and the RMS of £0.57°C is a bit
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Table 3. CPSST Coefficients for NOAA 11 AVHRR

Noise Included

Noise Excluded

Scan Angle RMS Mean Scan Angle RMS Mean
0.0 0.57 0.07 0.0 0.36 0.07
10.0 0.57 0.05 10.0 0.37 0.06
20.0 0.58 -0.01 20.0 0.37 0.00
30.0 0.63 -0.14 30.0 0.42 -0.12
40.0 0.77 -0.37 40.0 0.57 -0.33
50.0 0.96 -0.83 50.0 0.87 -0.77

Algorithm is CPSST = (Tss—Ts)(T.;’—Ts)/(Tss —-Ts +T4,—Ts4)+T5 (K), where Tss = as1+
as2Ts, Tss = as1+as2Ts, and T, = T3 +C. For noise included, C = 0.55 and a41 = —36.55507,

as2 = 1.13647, asy = —47.68645, and as2 = 1.17891.

For noise excluded, C = 0.45 and

as1 = —36.59504, as2 = 1.13664, as1 = —47.45669, and as2 = 1.17812. Operational CPSST
from “NOAA Polar Orbital Data Users Guide” (1991): CPSST = (0.1906975 — 49.16)(Ty —
T + 0.789)/(0.20524T5 — 0.17334T} — 6.78) + 0.92912T + 0.81(Ty — T )(sec() — 1) + 18.97
(K) for daytime and CPSST = (0.1959675 — 48.61)(Ty — T5 +1.46)/(0.2052475 —0.17334T, —
6.11) + 0.95476T5 + 0.980(Ty — Tz )(sec(8) — 1) + 9.31 (K) for nighttime.

Table 4. MCSST Coefficients for NOAA 11 AVHRR

Noise Included

Noise Excluded

Scan Angle RMS Mean Scan Angle RMS Mean
0.0 0.60 0.00 0.0 0.33 0.00
10.0 0.61 -0.02 10.0 0.33 -0.01
20.0 0.63 -0.07 20.0 0.35 -0.06
30.0 0.69 -0.18 30.0 0.41 -0.15
40.0 0.83 -0.38 40.0 0.56 -0.31
50.0 1.16 -0.77 50.0 0.89 -0.65

Algorithm is MCSST = a1 + a2y + a3(Ty — T5) (K). For noise included, a1 = —9.17974,
az = 1.03453, and a3 = 2.16272. For noise excluded, a; = —3.73376, a2 = 1.01415, and

a3 = 2.64210.

larger than either of the other two algorithms. While
the mean values should have been 0.0, this was never
the case. Finally, the MCSST (Figure 4) has a similar
pattern but with a larger spread at the low SST values.
This leads to the larger RMS value of 0.60°C in spite of
the lower mean difference (0.0°C). It should be noted
here that for the simulation results we neglected the
scan angle corrections of the operational MCSST and
CPSST algorithms. We were unable to define those co-
efficients that depended on scan angle in the operational
algorithms. In the subsequent applications to AVHRR
data we used the operational CPSST coeflicients that do
compensate for scan angle variations. We have included
the operational CPSST algorithm and its coefficients in
Table 3.

Application to Satellite Imagery

For the purposes of evaluating these different infrared
SST algorithms we used a series of calibration data sets
collected specifically to test the accuracy of skin and
bulk SST methods [Schluessel et al., 1987]. Four data
sets were collected in the Norwegian Sea (called the Arc-
tic in Table 5), while two data sets were from the south-
ern Pacific. The Norwegian Sea data were all collected

by the German R/V Valdivia between 71° and 72°N and
12° — 17°E over the period between February 24 and
March 11, 1991. In all of these data sets, in situ skin
SST was measured from a radiometer mounted on a ship
looking at the ocean ahead of the research vessel’s bow
wave. In the earlier 1990 data from the South Pacific
a PRT-5 radiometer was used to collect the skin SST
data during a cruise of the R/V Malcolm Baldrige. This
was the same system used by Schluessel et al. [1990],
and its specifics are presented by them.

The Norwegian Sea data were collected with a Hei-
mann KT-4 equipped with a 10-12 ym band-pass filter.
The radiometer was again mounted so as to point ahead
of the ship’s bow wave at Brewster’s angle (about 50°).
Underway calibration of this radiometer was carried out
as described by Schluessel et al. [1990] for the PRT-5
system. A well-stirred bucket of seawater came into
the radiometer’s field of view (FOV) each minute to
provide an absolute calibration of the measured bucket
temperature (assumed to be well stirred to eliminate the
skin effect). The KT-4 measurements were recorded as
10-s means of which we rejected those that were affected
by the moving calibration bath at the start and finish
of each calibration cycle. The remaining 10-s means are
then used to build means over 40-50 s which are then
further reduced to 1-min measurements. Spikes were
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Simulation Companson for NOAA-11 (nozse included)
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Figure 1. Atmospheric simulation comparison between the WVSST surface temperatures and
those from the simulation database.
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Figure 2. Atmospheric simulation comparison between the quadratic SST surface temperatures
and those from the simulation database.
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Figure 3. Atmospheric simulation comparison between the CPSST surface temperatures and
those from the simulation database.
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Simulation Comparison for NOAA—11 (noise included)
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Figure 4. Atmospheric simulation comparison between the MCSST surface temperatures and

those from the simulation database.

removed from the series if they deviated more than 0.15
K from the mean of the corresponding measurement
cycle. In addition to the KT-4 there were short- and
long-wavelength solar insolation instruments and other
in situ measurement campaigns that coincided with the
collected satellite data.

Similar measurements were made in the South Pacific
using the older PRT 5 radiometer. Similar band-pass
filters were employed, and the results were generally the
same as that for the KT-4. From both the Valdivia and

from the Baldrige, in situ bulk SSTs were measured
with the ship’s thermosalinograph at a depth of 5 m.
This measurement became the basis for the compar-
isons between bulk and skin SST observations. During
these different cruises, AVHRR 1-km high-resolution
picture transmission (HRPT) and local area coverage
(LAC) data from the NOAA 11 satellite were collected
to match the times and locations of the research vessels
equipped with skin SST radiometers. Unfortunately,
the data from the South Pacific are limited due to both

Table 5. Differences Between AVHRR-SST Estimates and in Situ SST Measurements

Temperature Minus Skin SST Minus Bulk SST
Time, Data Range,
Date uT Points °C WV QU CP MC WV QU CP MC
Arctic Ocean (1991)
Feb. 26 1100 (D) 19 5.0-7.0
Mean -0.04 035 -097 -0.39 -0.34 0.45 -1.09 -0.50
RMS 0.38 0.55 1.00 0.45 0.52 0.53 1.11 0.55
Mar. 6 0240 (N) 98 4.5-7.0
Mean -0.39 033 -0.72 -0.88 -0.37 0.35 -0.71 -0.85
RMS 0.52 0.48 0.80 0.94 0.45 0.44 0.75 0.89
Mar. 8 1048 (D) 76 5.0-7.0
Mean -0.09 0.08 -0.66 -0.57 0.12 0.17 -0.57 -0.49
RMS 0.45 0.51 0.70 0.63 0.48 0.53 0.67 0.59
Mar. 9 0206 (N) 134 5.0-7.0
Mean -0.17 0.25 -0.45 -0.78 -0.24 0.32 -0.71 -1.00
RMS 0.35 0.44 0.62 0.82 0.41 0.45 0.73 1.03
South Pacific (1990)
Mar. 27 0149 (D) 79 18.5-22.0
Mean -0.22  0.26 0.28 0.49 -0.32 0.29 0.33 0.38
RMS 0.51 0.58 0.61 0.62 0.69 0.64 0.68 0.69
Mar. 28 0138 (D) 139 19.0-22.0
Mean -0.39 0.47 0.08 0.32 -0.47 049 0.00 0.34
RMS 0.53 0.70  0.36 0.42 0.59 0.67 0.39 0.45

WV, WVSST; QU, quadratic SST; CP, CPSST; MC, MCSST; Mean, mean difference (degrees Celsius); RMS, root
mean square difference (degrees Celsius); D, daytime; N, nighttime.
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WUSST (deg C), 03/27/90 CPSST (deg C), 03/27/90

Plate 1. WVSST computed for a single AVHRR image Plate 3. As in Plate 1 for the CPSST.
from the South Pacific northeast of New Zealand for

March 1990. Clouds are masked as white values and

the temperature color scale (degrees Celsius) is given

at the bottom of the image.

Quadratic SST (deg C), 03/27/90 CPSST — WUSST (deg C), 03/27/90

Plate 2. As in Plate 1 for the quadratic SST. Plate 4. Temperature difference (degrees Celsius) be-
tween the CPSST and the WVSST (CPSST-WVSST)
for the image in Plate 1.
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Water Vapor Content (g/cm**2), 03/27/90

Plate 5. Atmospheric water vapor (grams per square
centimeter) computed from SSM/I data from the 2 days
surrounding the date and for the area of the image in
Plate 1.

persistent cloud cover and some severe weather that lim-
ited the operation of the radiometer absolute calibration
reference.

For all of these applications to real AVHRR data, the
operational MCSST and CPSST algorithms for NOAA
11 were used rather than the simulated algorithms dis-
cussed above. The operational coefficients were taken
from Walton et al. [1990] and Kidwell [1991]. Since
the operational algorithms were derived from real data
(buoy matchups), we assumed that they would give the
best results for our applications.

Plate 1 is an example of the application of the WVSST
to an AVHRR image from the midlatitude South Pa-
cific northeast of New Zealand. A similar image for
the quadratic SST method is shown in Plate 2. Fi-
nally, for comparison, we show the equivalent image for
the CPSST method as described above (Plate 3). The
overall pattern is similar for all three SST fields, but
there are clear differences, as strongly indicated by the
lower temperatures in the WVSST image. The warmest
general SST pattern is found for the quadratic SST al-
gorithm, while the coolest pattern is for the WVSST. A
definite pattern emerges in the difference between the
CPSST and the WVSST (Plate 4) which shows a large
negative maximum in the southeast corner of this im-
age. A slight positive maximum is found in the north-
west with a pocket of nearly 0.0° temperature differ-
ences in the central portion of the western part of the
image. Comparison with the atmospheric moisture field
computed from a 2-day composite of the SSM/I water
vapor field (Plate 5) reveals an identical pattern to that

CPSST - Quadratic SST (deg C), 03/27/90

Plate 6. Temperature difference (degrees Celsius) be-
tween the CPSST and the quadratic SST (CPSST-
quadratic) for the image in Plate 1.

for the difference between CPSST and WVSST. A sim-
ilar difference between the CPSST and the quadratic
SST (Plate 6) does not contain the same spatial pat-
tern as seen in Plates 4 and 5. Instead, there is a gen-
eral eastwest pattern with the far eastern portions of
the image having a very slightly negative temperature
difference while in the western half of the image the
differences are more negative. No pattern of extremes
appears in the CPSST-quadratic SST differences (Plate
6). The differences appear to be correlated to the sen-
sor scan angle and could be a result of the larger errors
in the quadratic SST at greater scan angles. A simi-
lar temperature difference image between the CPSST
and the MCSST (not shown) shows almost no differ-
ence between these two different split window correction
schemes for water vapor contamination.

Looking at these differences in the form of histograms
the differences between the CPSST and the WVSST
(Figure 5a) clearly indicate the mix of large negative
values with smaller positive differences. The negative
values result in a secondary peak in the histogram at
about -1.2 K, while the primary histogram peak is at a
temperature of about 0.6 K. This is consistent with the
pattern of maxima seen in Plate 4 which is also appar-
ent in the water vapor pattern of Plate 5. In contrast,
the difference histogram for the CPSST-quadratic SST
(Figure 5b) has a single peak at about -0.5 K. This is
again consistent with the pattern of Plate 6 which shows
the dominant value to be slightly negative. The mean
difference between the CPSST and the quadratic SST is
-0.46 K, while the mean CPSST-WVSST difference is -
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(a) CPSST — WVSST, Mar. 27, 1990
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Figure 5. (a) Histogram of the temperature differences
in Plate 4. (b) Histogram of the temperature differences
in Plate 5.

0.02 K. This smaller mean difference is a consequence of
the two offsetting peaks in the histogram of Figure 5a.
The RMS difference of 0.54 K is much smaller for the
CPSST-quadratic SST than the 0.97 K for the CPSST-
WYVSST due again to the dispersion of the two different
peaks in the histogram.

A direct histogram comparison between the quadratic
SST and the WVSST for this same image (Figure 6a)
also exhibits two distinct peaks corresponding to the
peaks in Figure 5a. The primary peak has a center value
of about 1.0 K, while the secondary (or smaller) peak
is at about -1.0 K. The mean temperature difference is
0.43 K (quadratic SST is warmer as seen in Plate 2) and
the RMS difference is 1.21 K. This clearly demonstrates
that the two different water vapor correction schemes do
not yield the same net result. A histogram comparison
between the CPSST and the MCSST (Figure 6b) has a
tall peak at about -0.2 K with a very small spread which
shows the overall similarity between the CPSST and the
MCSST for this particular image. Similar differences
were computed for other images in this same region with
very similar results.
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(a) Quadratic SST — WVSST, Mar. 27, 1990
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Figure 6. (a) Histogram of the temperature differ-
ences between the quadratic SST and the WVSST. (b)
Histogram of the temperature differences between the
CPSST and the MCSST.

Numerical Comparisons

Both the mean and RMS differences between the
ship-based reference values and the various satellite SST
algorithms are presented in Table 5 for various scenes
in the Norwegian Sea (Arctic) and South Pacific. In
each case the SST algorithms were applied to coincident
AVHRR data, and cloud filtering was performed to se-
lect only those cases that were not cloud contaminated.
Even with the cloud filtering, there is still a significant
number of comparison values in each of the cases re-
ported. In Table 5, WV refers to the WVSST, QU refers
to the quadratic SST, CP refers to the CPSST, and MC
refers to the MCSST. The coefficients from Tables 1 and
2 were used for the WVSST and quadratic SST, respec-
tively, while the operational coefficients were used for
the CPSST and the MCSST.

In three out of six cases the mean difference for the
WYVSST versus the skin SST observations is the smallest
for all of the algorithms. In two cases the quadratic
SST formula produced the smallest mean difference. In
every case the CPSST and MCSST algorithms led to
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substantially larger mean differences, except for one of
the South Pacific cases. Regarding the RMS differences,
the WVSST has the smallest values in four out of the
six cases. In terms of RMS differences the values for all
of the SST algorithms are much more similar than are
the mean differences.

The surprise was that the WVSST differences against
the 5-m bulk SST measurements were the smallest for
half of the six cases. That the WVSST skin SST algo-
rithm should compare well with the 5-m bulk tempera-
ture was not expected. A similar pattern is true for the
RMS differences for which three of six minima are for
the WVSST. The CPSST and MCSST mean differences
are generally much greater than those for the WVSST
and the quadratic SST. The RMS values are much
more similar in overall magnitude with the CPSST and
MCSST having, in general, slightly larger RMS differ-
ences. It is interesting to note that for the mean differ-
ences the WVSST differences were generally negative,
while the quadratic SST formula always produced pos-
itive differences. The CPSST and MCSST mean differ-
ences were both negative and positive.

The results in Table 5 suggest that against in situ skin
SST measurements, the WVSST algorithm is accurate
to about 0.2 K in the mean with an RMS variability of
about 0.4 K. Likewise against 5-m bulk SST measure-
ments the WVSST algorithm has a mean difference of
about -0.40 K with an RMS of 0.5 K. Similar arguments
applied to the quadratic SST yield a mean difference of
about 0.29 K. An absolute magnitude of the quadratic
RMS differences would be much larger than those for
the mean. It is surprising that in some cases the CPSST
and MCSST mean and RMS differences against the
measured skin SST were quite similar to those from the
WVSST and the quadratic SST. In general, the CPSST
and MCSST algorithms performed worse in the higher-
latitude Norwegian Sea applications than they did in
the midlatitude South Pacific where they appeared to
do as well as the new algorithms in matching both the
skin and bulk reference measurements.

Global Comparisons

In order to further test the various satellite SST algo-
rithms we applied them to two individual weeks (only 1
week is presented) of 4 km resolution global area cover-
age (GAC) AVHRR data. These GAC data were taken
from the GAC archive at the National Center for At-
mospheric Research (NCAR). To insure that we would
have both AVHRR and SSM/I data for our test pe-
riod, we selected data from the summer of 1990. We
composited the GAC AVHRR data over a week long
period from May 27 to June 2, 1990. The simple cloud
screening algorithm described by Wick et al. [1992]
was used along with the same image compositing tech-
nique. Thus two week-long AVHRR GAC data sets
were extracted and processed for application of the var-
ious AVHRR SST algorithms.
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In addition to the GAC data we also acquired co-
incident drifting buoy measurements from the Climate
Analysis Center (CAC) of the National Weather Service
(NWS). Called “superobs” these buoy data were week-
long retrievals for grid locations where available on the
global ocean. Thus they are consistent in time with the
1-week composites of AVHRR GAC data.

The WVSST, quadratic SST, CPSST, and MCSST
global maps computed from the May 27 to June 2, 1990,
data (not shown) all appear similar in character. Dif-
ferences between these SST fields were quite instruc-
tive, however. The CPSST-WVSST difference in Plate
7a shows a difference range going from about 0.0 to
-2.5 K. Most of the larger negative differences are lo-
cated in the high atmospheric moisture band of the
tropics (white out regions are areas of persistent cloud
cover also predominantly located in the tropical ocean
and in the high polar latitudes). The corresponding
SSM/I water vapor image in Plate 7b clearly indicates
this zone of high water vapor in the tropical ocean. Note
this image is again a 2-day composite representative of
the water vapor during the week. High moisture regions
also border some of the continents extending poleward
from the tropics. The strong correlation between the
global moisture and CPSST-WVSST patterns is consis-
tent with the pattern similarities between Plates 4 and
5 which were the corresponding figures for the sample
AVHRR image in the South Pacific.

To test the quadratic SST algorithm, we also used it
with the GAC data to compute the global SST differ-
ence image in Plate 7c. While a lot of the tropical differ-
ences in Plate 7a also appear in Plate 7c, there are sharp
magnitude differences at the high polar latitude where
the atmospheric moisture content is very low (Plate 7b).
When the water vapor amount is low, the quadratic SST
produces higher SST values and hence greater negative
differences with the CPSST. This is in strong contrast
to the WVSST, which does not have negative differences
at these higher latitudes. In fact, the CPSST-WVSST
differences exhibit a minimum (near zero) at these lati-
tudes in all ocean basins. In addition, the tropical band
of negative CPSST-quadratic SST differences is much
more fragmented than that in Plate 7a for the WVSST.
The continental “halo” effect is dramatically reduced
and the core of the tropical difference band appears to
have slightly lower magnitudes than were found in Plate
Ta.

To better describe the temperature differences be-
tween the WVSST and the quadratic SST method, we
computed the differences (WVSST-quadratic SST) in
Plate 7d. Here positive differences can be found in
the tropics, indicating what appears to be an under-
estimate of the water vapor correction by the quadratic
approach. These underestimates also surround many of
the low-latitude continental regions where the quadratic
SST fails to compensate for the moisture apparent in
Plate 7b. At the higher latitudes the differences are
mainly negative due to the overestimate of the tempera-
ture by the quadratic SST. This problem is more severe
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CPSST - WVSST (deg C), May 27 to June 2,

1990
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Plate 7a. Global temperature difference (degrees Celsius) between the CPSST and the WVSS'T

(CPSST-WVSST) for May 27 to June 2, 1990.

Water Vapor Content

(g/cm**2), May 30, 1990

Plate 7b. Global atmospheric water vapor (grams per square centimeter) computed from SSM/I

data for the week May 27 to June 2, 1990.

in the northern subpolar latitudes than in the south-
ern ocean. At midlatitudes the two methods are very
similar with average differences very near zero. Com-
paring water vapor and Ty —T5 temperatures differences
(Appendix B) shows that for this summer period the in-
frared channel temperature difference is not a function
of atmospheric moisture for latitudes above 20°N. This
is in contrast to the atmospheric simulations (Appendix

B) which suggest a linear dependence of water vapor on
the T, — Ty difference.

Viewing the temperature difference maps as histo-
grams, the WVSST-quadratic SST differences in Fig-
ure 7a have a peak value of about -0.2 K with a tail
toward positive differences. The negative peak value is
due to the overestimation by the quadratic SST in the
low moisture regions of the higher latitudes. As seen
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CPSST - Quadratic SST (deg C),

May 27 to June 2,

1990

Plate 7c. Global temperature difference (degrees Celsius) between the CPSST and the quadratic
SST (CPSST-quadratic) for May 27 to June 2, 1990.

WVSST - Quadratic SST

(deg C), May 27 to June 2,

1990

Plate 7d. Global temperature difference (degrees Celsius) between the WVSST and the
quadratic SST (WVSST - quadratic) for May 27 to June 2, 1990.

in Appendix B these overestimates are due to the sim-
ilar range of the Ty — T temperature differences in the
low atmospheric moisture subpolar region as were found
in the midlatitudes. This becomes an overestimate for
the low-moisture content of the higher latitudes. The
positive tail of the distribution is caused by the lower
latitude underestimates of the quadratic SST compared
with the WVSST. The wide range of positive values rep-

resented by this tail was not clear in the difference map
of Plate 7d. The histogram mean of -0.21 K exhibits
the strong influence of this positive tail on the overall
distribution. In addition, the large RMS difference of
1.13 K is due to the spread of this tail.

The difference histogram between the CPSST and the
WVSST (Figure 7b) is dominated by negative values
with a mean difference of-1.13 K and an RMS of 1.44 K.
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Figure 7. (a) Histogram of the temperature differences between the WVSST and the quadratic
SST for the week May 27 to June 2, 1990. (b) Histogram of the temperature differences between
the CPSST and the WVSST for the week May 27 to June 2, 1990. (c) Histogram of the tem-
perature differences between the CPSST and the quadratic SST for the week May 27 to June 2,
1990. (d) Histogram of the temperature differences between the CPSST and the MCSST for the

week May 27 to June 2, 1990.

These negative values are all due to the underestimates
of the CPSST in the high-moisture regions of the tropi-
cal oceans and surrounding the lower-latitude continen-
tal boundaries. A similar histogram was found for the
CPSST-quadratic SST (Plate 7c) which is slightly less
negatively skewed than the histogram for the CPSST-
WVSST differences (Figure 7b). The mean difference
of -1.05 K is smaller than that for the WVSST as is
the RMS difference of 1.17 K. Without looking at the
spatial distributions of the differences in Plates 7c and
7d one might conclude from this histogram that the
quadratic SST performs better when compared with the
CPSST.

Finally, the difference histogram between the CPSST
and the MCSST (Figure 7d) is as expected almost cen-
tered about zero. The large peak at 0.0 K indicates the
similarity between the two algorithms in terms of the
atmospheric moisture correction. The slight bias to the
negative indicates that MCSST often overestimates the
CPSST.

Buoy Comparisons

Since drifting buoy data have become the standard
reference by which satellite SST algorithms are judged,

we decided to compare our global SST maps with coinci-
dent drifting buoy SST measurements. This comparison
is made in spite of the fact that both the WVSST and
the quadratic SST are both skin SST algorithms and
should not compare well with drifting buoy data. These
buoy data were the “superobs” used by CAC NWS
for the computation and calibration of their blended
SST product [Reynolds, 1988]. These data are collected
over the Global Telecommunications System (GTS) and
comprise a wide variety of buoy and sensor types. No
adjustment will be made here to account for individual
differences between buoys and buoy SST sensors. All
of the buoy measurements were treated equally in de-
veloping an SST data set to compare with the satellite
SSTs.

A histogram of the WVSST - buoy SST differences
(Figure 8a) contains a large peak at 0.0 with a mean
of -0.34 K and a skewness toward negative differences.
The equivalent histogram for the CPSST (Figure 8b)
also has its peak located at 0.0 K with a much stronger
bias to the negative difference side of the histogram.
The mean value of -1.07 K clearly indicates this offset
compared to the mean value of -0.34 K for the WVSST
differences. The mean of the quadratic SST (Figure
8¢) difference (-0.29 K) is slightly less than that for the
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Figure 8. (a) Histogram of the global temperature differences between the WVSST and drifting
buoy SSTs for May 27 to June 2, 1990. (b) Histogram of the global temperature differences
between the CPSST and drifting buoy SSTs for May 27 to June 2, 1990. (c) Histogram of the
global temperature differences between the quadratic SST and drifting buoy SSTs for May 27 to

June 2, 1990.

WVSST, while the RMS for the quadratic SST (0.90 K)
is a bit larger than that for the WVSST (0.84 K). Thus
against drifting buoy data these two algorithms appear
to perform equally well if one only considers the his-
togram comparison. The difference maps demonstrate
that there is a slight difference with the quadratic SST
underestimating the WVSST (and the buoy SST) in the
tropics and overestimating the WVSST and the buoy
values at higher, polar latitudes.

Discussion

The goal of this study is to examine possible correc-
tion of infrared SST estimation for the known contam-

ination due to atmospheric water vapor. In this case
we have used independent microwave measurements of
atmospheric water vapor from the SSM/I to provide
correction for the AVHRR skin SST algorithm. Thus
we have used two thermal infrared channels from the
AVHRR and an independent atmospheric moisture es-
timate as our three independent pieces of information
for the water vapor corrected infrared SST (WVSST)
computation.

We evaluated the performance of the WVSST against
a similar approach using the square of the difference
between the two thermal infrared channels to estimate
the water vapor correction (the quadratic SST). Atmos-
pheric simulations and comparisons with in situ skin
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and bulk SST measurements showed the two algorithms
to have similar statistics with the WVSST generally
performing slightly better than the quadratic SST. In
almost all cases, both new algorithms produced smaller
errors (in terms of in situ minus satellite SST differ-
ences) than the MCSST and CPSST algorithms. Com-
parisons of SST patterns for an AVHRR image from the
South Pacific revealed that the CPSST-WVSST differ-
ences matched that of atmospheric moisture, while the
CPSST-quadratic SST differences did not. Applied to
global AVHRR data, the quadratic SST method over-
estimated the WVSST at high latitudes and underesti-
mated the WVSST at tropical latitudes. Comparing the
core of the quadratic SST method (the Ty — T5 temper-
ature difference) with coincident atmospheric water va-
por (Appendix B) demonstrated that this temperature
difference is not a function of water vapor for midlati-
tudes and high latitudes. In the tropics this tempera-
ture difference does correlate with atmospheric moisture
but with a fairly wide spread that leads to the underes-
timates of WVSST. Overall, the WVSST appeared to
give the best results for the widest range of conditions.

These patterns held true for both individual AVHRR
images from the South Pacific and for a week long com-
posite of global AVHRR data. Thus the results do not
appear to be a function of time or space scale. The
fact that the WVSST compares best with week-long
buoy SSTs was a real surprise since this new SST algo-
rithm is designed for satellite skin and not buoy SST.
This significant similarity between the WVSST and the
coincident buoy SST data indicates the importance of
the water vapor correction over that of the skin versus
bulk temperature. It is encouraging that the quadratic
SST method performs nearly as well as the WVSST
when compared with the buoy data. Thus for those
periods of time where no SSM/I data are available, the
quadratic formulation can be used to compute SST from
the AVHRR data. After July 1987, when the SSM/I
data became available, the WVSST algorithm should
be used to compute SST from the AVHRR and other
infrared satellite imagery. It is unclear as to why the
CPSST performed so poorly in this comparison with
drifting buoy data since its operational coefficients are
derived from similar buoy SST matchups.

Conclusions

The significant conclusion here is that independent
microwave measurements of atmospheric water vapor
can be used to correct infrared estimates of SST. This is
very encouraging for future satellite sensors that plan to
use microwave radiometers to correct infrared temper-
ature measurements. For the present a combination of
water vapor computed from the SSM/I and the infrared
radiances from the AVHRR can be used to accurately
compute SST. Both global and single image patterns of
atmospheric moisture appear very similar to the SST
corrections provided by the WVSST as judged against
the earlier CPSST and MCSST algorithms. While the
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WYVSST algorithm was developed for skin SST, it ap-
pears to produce a most accurate bulk temperature
when compared with drifting buoy and ship-based bulk
SST measurements.

When SSM/I data are not available, a formulation
that adds a quadratic term (square of the two ther-
mal infrared channel temperature differences) performs
almost as well as the WVSST at least for the high-
moisture region of the tropics. This is a problem at the
very low moisture contents of the high latitudes where
the quadratic SST is consistently too high. This is most
noticeable in that the differences between the quadratic
SST and the CPSST do not follow the water vapor pat-
terns.

In future studies we hope to be able to understand
the relationship between atmospheric water vapor con-
tent and the Ty — T5 temperature difference. We also
plan to determine the added influence of atmospheric
aerosols on the computation of satellite SST. It is well
know that major aerosol loadings from active volcanoes
markedly affect the infrared SST, but there is no sys-
tematic correction procedure presently in place. We
hope to develop a procedure that can be systematically
used to correct SST for skin, water vapor, and aerosol
effects.

Appendix A

The transmissivity of the atmosphere in the infrared
can be written as

(A1)

where k; is the absorption coefficient and u is the ab-
sorption. The subscript i represents the different mea-
surement channels (i.e., wavelengths). If k;u is small, as
we expand to the second order, equation (A1) becomes

m=1-—

kiu)?
kiu + % (A2)
Recalling that the coefficient of the infrared channel
temperature difference is written as

1—
y=——0 (A3)

T4 —Ts

we can rewrite this using (A2) as

Ic4 - kﬁu/2

v ey R
This can be rewritten as
k4 - kZU/Q 1
= Ab
ks —ks "1- (k5+k4)u/2] ( )

Now because k;u (i = 4,5) is small, this equation ap-
proaches

k4 - kiu/?

L (ks + ka2

v= (A6)
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We now neglect the k$u? term and find that Appendix B
Y = az + asu (AT) In order to better understand the differences between
the WVSST and the quadratic SST we decided to com-
where ) ks pare the input data for the computation of these differ-
e — (A8) ences. We first used our simulation data set and radia-
5 — K4

and

tive transfer code to compute the correlations between
the Ty — T temperature differences and the water va-

as = kaks /2 (A9) por contents from the radiosonde profiles. The results in
ks — ka4 Figure Bla show a quasi-linear relationship with larger
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Figure B1. (a) Scatter diagtam of the relationship between integrated atmospheric water vapor
and Ty — T using the simulation database and radiative model. (b) Scatter diagram of the
relationship between 2-day SSM/I water vapor contents and Ty — T5 from the GAC AVHRR
data for the North Pacific (130°W to 180°W) for the latitudes between 0 and 20°N. (c) Scatter
diagram of the relationship between 2-day SSM/I water vapor contents and Ty — T5 from the
GAC AVHRR data for the North Pacific (130°W to 180°W) for the latitudes between 20 and

40°N. (d) Scatter diagram of the relationship between 2-day SSM/I water vapor contents and
Ty —Ts from the GAC AVHRR data for the North Pacific (130°W to 180°W) for the latitudes
between 40 and 60°N
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values of Ty — Ts being associated with higher water
vapor contents. This is consistent with the traditional
assumption that the Ty — Ty difference is related to at-
mospheric moisture. There is a slight bias of this re-
lationship towards higher moisture contents. Neverthe-
less this linear result was not consistent with the over
and under SST estimates by the quadratic SST algo-
rithm.

Turning to real AVHRR data, we used the data for
the global comparison differences between the WVSST
and the quadratic SST. We compared the Ty — T5 tem-
perature differences with the nearly coincident SSM/I
derived atmospheric moisture contents. Data between
130° and 180°W and from 0 to 60°N were used to com-
pute the water vapor from 2 days of SSM/I data sur-
rounding each day from which we took the Ty — T5 dif-
ferences. We did this for two different days of Ty — Ts
differences to increase our statistical sample size. Corre-
lations computed for 20° latitude zonal bands provided
some surprising results (Figures B1b-B1d). The lowest
latitudes (0—20°N, Figure B1b) showed a linear depen-
dence of water vapor on the Ty — Ty difference for water
vapor values above about 2.5 g/cm?.

The other two zonal bands (Figures Blc and Bld)
did not, however, show any relationship between the
T4 — T difference and atmospheric moisture. Water va-
por amounts were lower for the highest latitude band
( 40 — 60°N, Figure B1d), while the midlatitude mois-
ture values were a bit higher (Figure Blc). Both plots,
however, had the same range of Ty — T5 values for al-
most constant water vapor amounts. The fact that this
range is the same for both regions is the reason why the
quadratic SST overestimates the WVSST for the high
latitudes where the water vapor amounts are low. It is
not at all clear why both of these zonal bands do not
show the linear dependence of atmospheric moisture on
the Ty — Ty difference that appears for the atmospheric
simulations (Figure Bla). We plan to further investi-
gate this relationship by studying seasonal and latitu-
dinal relationships between T4 — T5 and atmospheric
water vapor.
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