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Abstract. We present a method which permits retrievals of land surface temper-

atures (LSTs) from AVHRR (advanced very high resolution radiometer) radiances

sensed through atmospheres which may contain a large and strongly varying water
vapor content. This new method is an extension of the dynamic water vapor

(DWYV) algorithm which was designed to retrieve sea surface temperatures. The
generalization to LST retrievals recognizes that in general, land emissivities are

unknown may be spectrally dependent, and are less than unity. Because the LST

retrieval problem is inherently underconstrained (there are more unknowns than
radiative transfer equations), some knowledge of surface emissivity is required in
order to establish upper and lower bounds on surface temperature. We demonstrate
our method by comparing DWV-LST retrievals with point surface measurements
made by a cluster of eight infrared thermometers (IRTs) deployed over a grasslands
prairie site in eastern Kansas in July and August 1989; this deployment was part of
the First International Satellite Land Surface Climatology Project (ISLSCP) Field

Experiment (FIFE). We find that several of the AVHRR images supplied on FIFE

CD-ROM contain navigation errors of ~30 km, consistent with a misidentification
-of the Tuttle Reservoir ground control point. After correcting the navigation, we

identified the IRT pixels and computed the bias and rms errors for a DWV-IRT

comparison. For night passes we obtained agreement to +0.39+1.11 K, while for day
passes the comparison yielded +4.09 4 3.10 K. The large daytime bias is probably
the result of the IRT readings not being representative of the ~1 km?-scale areas
sensed by AVHRR (the IRT views vegetation; the AVHRR field of view includes
warmer, less well vegetated surfaces). Our results show that while a fixed-coefficient,
global split-window algorithm does not perform well in the relatively moist FIFE
atmosphere, it is quite feasible to use the DWV-LST to derive a local split-window
algorithm whose coefficient is tuned on a per-pass basis.

1. Introduction spheric transmission window, one can compute a differ-
ential brightness temperature correction which largely
eliminates atmospheric effects. Thus the simplest split-
window algorithm takes the form

The thermal infrared channels of the advanced very
high resolution radiometer, AVHRR, (channel 4: 10.8
pm; channel 5: 11.9 um) have been used successfully to
measure sea surface temperatures (SSTs) for well over
a decade. Operational SST algorithms are based on
the so-called “split-window” principle first derived by

T =Ty + a(T4 - Ts) (1)

where T is the surface temperature, Ty and Ts are

Anding and Kauth [1970], and subsequently developed
by Prabhakara et al. [1974] and McMillin [1975]. This
principle asserts that using a pair of radiance measure-
ments taken at two wavelengths within the same atmo-
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the brightness temperatures in AVHRR channels 4 and
5 measured at the satellite, and the coefficient a is a
regression-fitted constant.

The retrieval of land surface temperatures (LSTs)
from satellite infrared radiometry is a more challeng-
ing problem than the corresponding surface tempera-
ture retrieval over sea. Ignoring the vexing question of
just what defines the radiating surface (canopy, stem,
soil?), there is the difficulty that unlike the sea surface,
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the effective infrared emissivity of land surface is gener-
ally unknown, and can be smaller than unity. Thus the
ground acts like a grey body radiator rather than an
ideal blackbody. This means that in addition to its ra-
diated energy, the infrared signal from the ground will
contain a small component arising from the reflection of
the downwelling sky radiance in the imperfect land mir-
ror. The ground signal arriving at the radiometer will
have been attenuated by the intervening atmosphere,
and augmented by upwelling sky radiance emitted into
the slant path from ground to satellite.

Many workers have examined the practicality of re-
trieving LSTs from AVHRR [Prata, 1993, 1994; Price,
1984; Becker and Li, 1990; Sobrino and Caselles, 1991;
Sobrino et al., 1991; Cooper and Asrar, 1989; Vidal,
1991; Ottle and Vidal-Madjar, 1992; Li and Becker,
1993]. Prata [1993] gave a comprehensive review of the
various methods used by these authors. Recent work by
Harris and Mason [1992] and Sobrino et al. [1993, 1994]
has corrected for atmospheric fluctuations by formulat-
ing a split-window algorithm whose coefficients depend
on the ratio of transmittances in channels 4 and 5.

In principle, given a pair of at-satellite radiances in
channels 4 and 5, an LST algorithm must solve the
equations of transfer for surface temperature. The two
channels provide two equations, but there are five un-
knowns: surface temperature, surface emissivities &4
and €5, corresponding to the frequencies of channels
4 and 5, and the atmospheric contributions to the at-
satellite radiances of channels 4 and 5. To solve this
underconstrained problem, some assumptions and ad-
ditional information are required in order to reduce the
number of unknowns.

The atmospheric contribution can be estimated by
initializing an atmospheric transmission model, such

as LOWTRAN-7 [Kneizys et al., 1988], with local ra-
diosondes or historical climatologies, thus reducing the
number of unknowns to three: (e4, €5, T5). If it is
known that the emissivity is spectrally independent so
that 4 = €5 = ¢, then the retrieval problem becomes
closed, since we now have two equations in two un-
knowns, (e, Ts). Alternatively, we achieve closure if
one or the other emissivity is known, or if the emissiv-
ity difference (e4—e€5) is known. If there is no knowledge
of emissivity, it is impossible to retrieve T;. This point
was made lucidly by Becker and Li [1990].

It is generally accepted that in the 10-12 pm re-
gion, almost all soils and vegetation have emissivities
which lie in the range 0.95 < & < 0.99, with dry sandy
soils having values toward the lower end of this range,
and vegetation at the upper end [Salisbury and D’Aria,
1992]. For the First International Satellite Land Sur-
face Climatology Project (ISLSCP) Field Experiment
(FIFE) grasslands prairie site, Palluconi et al. [1990]
reported € = 0.99 £ 0.01, with very small (0.005) vari-
ation with wavelength between 8 and 12 ym. In con-
strast, Blad et al. [1990] found emissivity variations
between 0.96 and 0.99 at FIFE.
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The general LST retrieval scheme which we describe
in the next section makes no a priori assumptions about
emissivity, other than the fact that both &4, and &5
should be close to, but less than, unity, and very sim-
ilar to each other. To test our algorithm, we compare
our retrievals from AVHRR against point measurements
made in 1989 during the fifth intensive field campaign
(IFC5) of FIFE with infrared thermometers (IRTSs) lo-
cated at eight AMS (automatic meteorological station)
sites. These IRT measurements assume a surface emis-
sivity of unity; consequently for the present validation
purposes our general scheme collapses to the simplified
ideal case in which ¢4 = €5 = 1.0. This means that
we are retrieving the effective brightness temperature
of the (assumed black) ground, rather than the true
thermodynamic surface temperature. Despite this sim-
plification, the FIFE validation exercise provides a good
demonstration of our method.

In the next section we describe the general dynamic
water vapor (DWV) method and present the equations
and a graphical interpretation of the retrieval scheme.
In section 3 we describe the surface measurements,
AVHRR imagery, and atmospheric soundings relevant
to the FIFE site, and in section 4 we test the method
by comparing our retrievals with the IRT point mea-
surements. We discuss the performance of the method
in terms of the bias and rms (root-mean-square) differ-
ences with respect to the IRT readings, and investigate
its stability with respect to choice of radiosonde. In sec-
tion 5 we illustrate how the DWV method can be used
to derive a split-window algorithm whose coefficients
are dynamically tuned on a per-satellite-pass basis.

2. The Dynamic Water Vapor Method
2.1. Philosophy

The scheme we are about to describe is a generaliza-
tion of the dynamic water vapor method of Steyn-Ross
et al. [1993], hereafter SR93. The SR93 method is a
regression-free approach to the problem of retrieving ac-
curate sea surface temperatures (SSTs) in the presence
of strongly varying water vapor. The basic premise of
SR93 is that if the atmospheric state (temperature and
water vapor profile) is known, then, using LOWTRAN
and the equations of transfer, the two at-satellite radi-
ance measurements Iy, Is in AVHRR channels 4 and 5
can be inverted to produce a pair of independent SST
predictions, SSTy4 and SST5. In the ideal case, the two
predictions match, SST4 = SST5, and the actual sur-
face temperature has been retrieved. More typically,
SST4 # SSTs, indicating that the first-guess atmo-
sphere is in error. Since the most likely source of error
is in the water vapor profile, we iterate the water col-
umn amount (either increasing or decreasing the water
vapor loading) until the two SST estimates converge.
When tested over coastal waters off the west coast of
Tasmania, Australia, the SR93 algorithm returned SST
estimates with an rms error of 0.6 K, and a bias of
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+0.22 K (satellite SST underestimated buoy-measured
bulk temperature by 0.22 K), which is within the skin
effect uncertainty.

While it is intuitively obvious that over ocean tar-
gets the first-guess water vapor profile might need to
be tuned before it is locally accurate, the need for wa-
ter vapor tuning over land targets is less clear. In fact,
there is evidence to suggest that water vapor profiles are
strongly varying functions of terrain, vegetation, and
time of day. Bruegge et al. [1992] made aircraft observa-
tions over the FIFE site with an AVIRIS (airborne vis-
ible infrared imaging spectrometer) instrument. From
these observations they estimated that surface topogra-
phy and vegetation produced variations in water column
across the 15- by 15-km FIFE site of the order of 10%.
This suggests that even if one has a temporally and
spatially local radiosonde, fine-tuning of the water pro-
file may still be required, since surface and upper level
winds will cause the sounding balloon to drift sideways
as it ascends.

The generalization of DWV to land targets proceeds
as follows. We initialize an atmospheric transmission
model (LOWTRAN-7) using a nearby radiosonde and
use it to compute the atmospheric transmissivity, down-
welling radiance, and upwelling radiance for AVHRR
channels 4 and 5. From the two infrared radiance mea-
surements in channels 4 and 5, we generate two equa-
tions of transfer in three unknowns: T, €4, 5. We
invert these equations to give a pair of expressions for
g4 and €5 as a function of surface temperature, and
then plot the emissivity curves for a range of possible
surface temperatures; see Figure 1. If the emissivity
is independent of wavelength, then the two emissiv-
ity curves should intersect somewhere in the interval
0.95 < £ < 1.00. If the intersection point lies outside
this interval, the atmospheric sounding is assumed to
be in error, and the water vapor profile is adjusted it-
eratively to bring the e4/e5 intersection point within
range.

Figure 1 shows the range of possible solutions for the
emissivities as a function of surface temperature for a
particular sample atmosphere and pair of satellite ra-
diances. Those parts of either curve which show an
apparent emissivity greater than unity are immediately
rejected as unphysical. Our region of interest lies in the
vicinity of the intersection point, since field experiments
have shown that land surface emissivities in channels 4
and 5 have values which do not differ by more than
about 0.02, with both emissivities being less than, but
not very different from, unity.

When the curves intersect at a point for which g4 <
1.00 and e5 < 1.00, we can have confidence in our as-
sumed atmosphere and continue. Referring to the fig-
ure, note the temperature at which each curve passes
through e = 1. The larger of these two temperatures
corresponds to the precise lower bound for T. (In the
figure, this is the temperature at which €5 = 1.) Lo-
cating the upper bound for Ty requires some a priori
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Figure 1.  Schematic showing the emissivity trend

(see equation (6)) as a function of surface temperature.
Some knowledge of surface emissivity (or emissivity dif-
ference) is required to establish upper and lower bounds
on the surface temperature.

knowledge about the land type and its characteristic
emissivity difference, Ae = &4 — 5. Prescribing a max-
imum value for Ae sets the upper limit for Ts. The
rectangle in the figure shows the resulting upper and
lower bounds for the surface emissivities and tempera-
ture. We should acknowledge that Becker and Li [1990]
seem to have anticipated this graphical &4 /€5 approach
with their Figures 9, 12, and 13. The essential distinc-
tion between their work and ours is our willingness to
adjust the water profile if the intersection region is un-
physical.

2.2. Radiative Transfer Theory

We now give a brief derivation of the equations of
transfer as applied to the DWV method. We assume
clear cloudless skies, no scattering, azimuthal indepen-
dence, and a land surface whose emissivity does not
vary with view zenith angle. Under these conditions,
the monochromatic radiation I,(#) at wavenumber v
reaching the radiometer along a slant path of zenith
angle ¢ can be written as the sum of three terms rep-
resenting the surface radiation, the reflection of the sky
radiance in the surface, and the upward sky radiance
le.g., Becker and Li, 1990; Prata, 1993]:

L(9) = [eBu(Ts) + (1 —e,)Ly] 1 (0) + I} (6)  (2)

where B, (T) is the Planck function evaluated at wave-
number v, surface temperature Ts; 7,(6) is the trans-
mittance along the slant path from surface to satellite;
and I](6) is the upwelling atmospheric radiance. The
quantity L} is the downwelling sky radiance averaged
over the upper hemisphere :

L} = % /Q IH(6, ¢) cos § dQ (3)
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with differential solid angle d? = sinédf d¢. Since we
assume the sky radiance is independent of azimuthal
angle ¢, the expression for L} reduces to

Li=2/ Iiudﬂ~2zaju] (1) 4)

j=1

where y = cosf, and the integration has been replaced
by an N = 5-point Gaussian quadrature with weights
a; [Press et al., 1992]. Previous authors [e.g., Prata,
1993] have assumed that the downwelling sky radiance
is isotropic, so that the nadir path sky radiance I}(0)
can be used in place of L}. For dry atmospheres this is
a reasonable approximation; however, for moist atmo-
spheres we find that I}(0) underestimates L} by about
30%.

The total radiance measured by the radiometer in
AVHRR channel i (i = 4,5) is obtained by integrating
(2) over the channel response function f;(v):

I,(6) = /cof,-(y)l,,(H)dv
= / £:0) [(eBu(T) + (1 = 2,)LY) -
7,(8) + I}(0)] dv (5)

Assuming that the surface emissivity is constant over
the channel ¢ bandwidth, we can replace €, by &; and
solve (5) to give a pair of equations for emissivity as a
function of surface temperature:

Iy — I} — 7L}
74 B4 (Ts) — 4Ly
Is — I} — L}
TSBS(TS) - TSLé

€4 = (6a)

€ =

(6b)

where the individual terms in each numerator and de-
nominator are to be interpreted as

I = / f4(v) I1(8)

~ AVchikIT

k=1

T4Lﬁ /°° fa(v) 1,(0) L,L, dv
0

Ny
AI/Zf/i,k 7k (6) Lt (7b)

k=1

L/m fa(v) 7,(0) By (T

~ AI/Zf4ka

k=1

Q

14 B4(Ts)

s) dv
By (Ts) (7c)

with corresponding expressions for channel 5. The inte-
grations have been replaced by summations whose fre-
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quency resolution is set to match the finest step size for
LOWTRAN-7: Av =5 cm™!. (We note that since the
internal resolution of LOWTRAN is Av = 20 cm™!,
we are using radiances and transmittances which have
been interpolated by LOWTRAN to the finer resolu-
tion.) The discretized AVHRR channel response func-
tions f; r are obtained by resampling at 5-cm™? inter-
vals (then area renormalizing) the response functions for
channels 4 and 5 published by the National Environ-
mental Satellite Data and Information Service (NES-
DIS). For NOAA 11 AVHRR, the channel 4 and 5 spec-
tral widths are 850-1020 cm~*! (9.8-11.8 um) and 780-
915 cm™! (10.9-12.9 um), giving filter functions con-
taining Ny = 35, N5 = 28 entries, respectively. With
little loss of accuracy, and a substantial reduction in
LOWTRAN execution time, one can replace each filter
function with an appropriately weighted pair of LOW-
TRAN wavenumbers which bracket the central wave-
number for the given channel. As pointed out by an
anonymous reviewer, calculation of the downward radi-
ance (equation (4)) requires five runs of LOWTRAN,
but for high surface emissivities, this term contributes
little and could be computed in a single run by using a
diffusivity factor.

2.3. DWYV Algorithm

We can now detail the steps for the DWV-LST algo-
rithm.

1. Based on some prior knowledge of the surface clas-
sification, specify the emissivity condition which is to be
used to identify Ts. For example, €4 = €5 = 1 would
be appropriate both over water, and also over land if
we were seeking the effective blackbody brightness tem-
perature (which is the case for our FIFE validation);
€4 = €5 = 0.99 might be a reasonable choice over veg-
etation; and €4 = 0.96, 5 = 0.97 might be reasonable
over a particular type of bare soil. For definiteness in
the following discussion, we will assume that we are re-
questing a common emissivity value g4 = €5 = €req-

2. For the given AVHRR pixel, determine the scan
angle, and compute the at-satellite radiances Iy, I5 us-
ing the in-flight count-to-radiance calibrations.

3. Select the first-guess atmospheric profile (altitude,
pressure, temperature, water vapor).

4. Use LOWTRAN-7 to compute the six atmospheric
terms in equations (7): IZ, Li, T4, Ig, L‘5L, 75. This en-
tails six LOWTRAN runs per AVHRR channel: one
run for each of the five Gaussian angles to compute the
downwelling radiance, plus a final run at the given scan
angle for the upwelling radiance and upward transmit-
tance.

5. Using equations (7), plot 4 and €5 for a range of
possible surface temperatures, and locate the temper-
ature and emissivity coordinate (T,,e,) at which the
two curves intersect. If £, = €req, then the surface tem-
perature has been retrieved: Ts, = T,. If &5 # €req,
the first-guess atmosphere is in error, so adjust the wa-
ter vapor profile by a small amount. For FIFE, it was
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found that €; > €req Was an indicator that the water
vapor loading needed to be increased, and conversely
for e, < €req- The water vapor adjustment is done
by adding (or subtracting) a small constant to the rel-
ative humidity at every pressure level, subject to the
constraint that the humidity can never be larger than
100% (or smaller than 0%).

6. Iterate steps 4 and 5 until £; = €req-

There are two points that need to be made here.
First, in step 5 we are searching for the root of the
nonlinear equation in Ty:

34(Ts) =E&s5 (Ts) = Ereq (8)

From equations (6) we see that €4(Ts) and e5(T) are
highly nonlinear functions of T (in fact, hyperbolic
functions of B(Ts)), so (8) is likely to have multiple
roots, only one of which has physical meaning in the
context of LST retrieval. Thus the algorithm must take
all care to ensure it is not distracted by one or other of

(@) RH_adj=—-20%
2y r 1 '

—
(6]

Emissivity

-y

05 L
0

Emissivity

05— —i———
0
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these spurious roots. Second, we found with the FIFE
work that for the dry atmosphere afternoon passes (Au-
gust 8, 9, 11), there was frequently no &4/¢5 intersec-
tion at all. In these cases the curves came close to
osculating (touching), with a typical closest approach
difference of 0.003, but did not cross. By generalizing
our root-searching routine to accept a near-osculation
as a proxy for curve intersection, we were able to ob-
tain sensible LST retrievals even for these pathological
cases. From our emissivity sensitivity studies (see sec-
tion 4.2.1) we estimate that an emissivity mismatch of
0.003 contributes less than 0.2 K to the uncertainty in
retrieved surface temperature.

Figures 2a-2d illustrate how, for a typical FIFE re-
trieval, the (Ty,e,) intersection point evolves as the
water vapor loading is steadily increased. Plotted as
a function of relative humidity adjustment (Figures 3a
and 3b), we see that the €, and T}, curves evolve in op-
posite senses: an increased humidity corresponds to a
larger T, and smaller ¢,.

(b) RH_adj=-10%

1_5L .......... SUE RUUUUR T
T TR S S
— eps4
===teps5
0.5

0 10 20 30 40

Surface Temperature (°C)

Figure 2.

Emissivity versus surface temperature curves for a range of water vapor profile

adjustments. These graphs illustrate step 5 of the DWV-LST algorithm (see text) applied to a
single AVHRR FIFE pixel. As the water vapor loading is increased in Figures 2a through 2d, the
€4 = €5 intersection point moves to lower emissivities and higher surface temperatures. RH_adj
is the profile adjustment of relative humidity away from the first-guess (radiosonde) values.
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Figure 3. (a) Variation of equal-emissivity point
€ with humidity adjustment. (b) Variation of equal-
emissivity surface temperature T, with humidity ad-
justment. Circled data come from the four intersection
points shown in Figure 2. The arrows demonstrate a
DWV-LST retrieval of Ty = 38.1°C for an assumed
common emissivity of ¢, = 1.0. (RH adjustment is
defined in the Figure 2 caption.)

3. FIFE Data Sets

Field and satellite data used in the validation were
gathered in July and August 1989 as part of the First In-
ternational Satellite Land Surface Climatology Project
(ISLSCP) Field Experiment (FIFE), and published as
a set of five CD-ROMs [Strebel et al., 1992, 1994]. The
FIFE study area was a 15- by 15-km region of tallgrass
prairie in eastern Kansas.

3.1. Infrared Thermometer Ground Sites

Eight automatic meteorological stations (AMSs) were
located within the FIFE area, dispersed as shown in
Figure 4, southeast quadrant. Each station recorded
the apparent surface temperature using a nadir-looking
infrared thermometer (IRT), of bandwidth 8-14 um and
measurement accuracy 0.3 K, calibrated for a surface
emissivity of unity [Stewart, 1994]. The IRTs view an
area of the ground of approximate diameter 0.5 m. Mea-
surements were taken every 5 min and averaged over 30-
min time intervals; we retrieved these 30-min averages
from volume 1 of the FIFE CD-ROM set, and estimated
the instantaneous temperature applicable to the satel-
lite overpass by linearly interpolating between that pair
of IRT measurements whose times bracketed the satel-
lite overpass time. The interpolated IRT temperatures
are shown in Table 1. Also shown in Table 1 are the
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AVHRR brightness temperatures in channels 4 and 5
for each image pixel which contains an IRT site.

It is interesting to note that for the night passes (0830
UT = 0330 local time) there is a 3°C-4°C range in sur-
face temperatures across the land sites, while for the
afternoon passes (2000 UT = 1500 LT) the ground tem-
peratures are extremely heterogeneous, differing from
one another by as much 16.5°C. When we consider that
the area of the smallest AVHRR pixel (nadir, 1.1 km?)
is 5 million times larger than the spot sampled by
an IRT, it becomes clear that the IRT point readings
can, at best, provide only a weak proxy for the square
kilometer-scale temperatures sensed by AVHRR.

For this reason, it is tempting to contemplate Tut-
tle Reservoir as a source of AVHRR-scale ground truth
temperatures. The column labeled “Tuttle” in Table 1
shows the IRT-measured surface temperatures for Tut-
tle Reservoir. The coincidence criteria for inclusion
in this table are that the Tuttle measurement must
lie within 5 hours of the closest satellite night pass,
or within 2 hours of the closest day pass. Compared
with the nearby land sites, the water measurements
are remarkably stable. Unfortunately, the very features

39.7

39.6

39.5 4
39.4 4
S
39.3 .
2 Milford
T Reservoir
|
39.2f
x 929
39.1 905 X x 931
X911 X 925
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x 921
38.9 .F/J/_
38.8& I 1 L L 1 L B
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Figure 4. Map of the FIFE study area. Each of

the eight IRT (infrared thermometer) sites is identified
with a three-digit code 9nn. The circled points in the
Tuttle Creek and Milford reservoirs define the suite of
ground control points (GCPs) we used to renavigate
the AVHRR images. (This map was prepared from data
extracted from the Digital Chart of the World in ASCII
[Ph.D. Associates, Inc., 1994].)
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Table 1. Surface Temperatures and AVHRR Brightness Temperatures at FIFE-89 IRT Ground Sites and

Tuttle Reservoir

IRT Ground Site Tuttle®
Date UT* Vari- 905 911 919 921 923 925 929 931 First Second Mean® sdev®
in 1989 able Datum Datum
Night Passes (Descending)
July 28 0834 Ts 22.8 21.3 205 21.1 19.2 20.1 20.7 227 s cee 21.1 1.2
Ty 186 184 186 186 18.2 188 19.0 18.6 20.7 20.9 18.6 0.2
Ts 172 171 175 175 168 1756 177 173 18.8 18.8 17.3 0.3
July 29 0824 Ts 23.6 224 221 222 207 21.2 21.7 232 cee s 22.1 1.0
Ty 19.6 19.5 cee 196 192 195 183 194 17.8 16.3 19.3 0.5
Ts 18.3 18.3 e 18.3 180 181 164 18.0 15.8 13.9 17.9 0.7
Aug. 6 0841 Ts 176 186 16.6 17.7 16.5 159 181 20.2 26.2 i 17.6 1.4
Ty 164 172 170 170 171 171 17.3 16.8 21.5 22.7 17.0 0.3
Ts 16.0 169 168 16.8 16.8 16.8 17.1 16.7 20.2 21.3 16.7 0.3
Aug. 7 0831 Ts 13.0 134 12.1 126 11.5 11.8 129 10.7 e s 12.2 0.9
Ty 11.3 114 114 111 116 115 11.8 11.1 19.5 19.8 11.4 0.2
Ts 109 111 111 10.7 11.3 11.2 11.6 10.9 17.6 18.1 11.1 0.3
Aug. 8 0821 Ts 109 117 9.3 10.3 10.1 9.7 12.8 8.8 25.3 cee 10.4 1.3
Ty 9.1 9.4 9.9 8.9 94 9.9 10.9 9.4 20.1 20.2 9.6 0.6
Ts 9.1 9.2 9.7 8.8 9.3 9.7 10.7 9.4 18.9 19.0 9.5 0.6
Afternoon Passes (Ascending)
July 28 2000 Ts 33.6 32.1 449 41.8 31.0 384 43.7 35.0 e cee 37.5 5.4
Ty 245 - 30.3 327 30.8 302 31.1 339 304 24.9 23.6 30.5 2.8
Ts 20.3 26.1 279 258 26.1 269 289 26.1 20.6 20.0 26.0 2.5
Aug. 4 2029 T, 446 320 403 37.3 313 362 398 389 267 . 375 44
Ty 341 305 325 319 294 303 324 315 31.9 29.3 31.6 1.5
Ts 30.5 27.7 29.0 287 268 276 289 284 29.3 27.2 28.5 1.1
Aug. 6 2007 T, 348 263 332 309 258 339 322 285 .- o 307 34
Ty 283 258 293 273 234 250 268 259 22.1 21.7 26.5 1.9
Ts 245 226 254 239 204 21.8 233 227 19.5 19.0 23.1 1.6
Aug. 7 1957 Ts 36.0 24.7 333 30.0 239 342 327 279 25.7 e 30.3 4.5
Ty 33.6 305 342 32.1 28.7 293 327 30.8 24.6 24.2 31.5 2.0
Ts 31.8 288 326 30.5 272 27.8 306 29.2 22.5 22.6 29.8 1.9
Aug. 8 1946 T, 412 268 351 321 264 311 357 339 266 - 32.8 4.9
Ty 35.5 29.6 36.2 289 274 cee 30.4 31.5 26.7 24.4 31.4 3.3
Ts 333 276 341 24.7 253 s 27.2 299 25.3 22.8 28.9 3.7
Aug. 9 1936 Ts 435 307 396 36.1 269 39.5 388 36.0 ce cee 36.4 53
Ty 35.6 33.0 36.7 35.0 30.7 334 363 334 26.4 23.2 34.3 2.0
Ts 33.6 314 349 328 287 31.7 343 32.0 22.9 21.6 32.4 2.0
Aug. 11 1916 Ts 38.7 31.8 384 352 267 375 380 36.7 354 4.2
T,
Ts

Data are given as degrees Celsius. Here, s.d. denotes standard deviation.

aLocal time = UT — 0500.
bThe T4 and Ts Tuttle temperatures are for the pair of GCP pixels shown in Figure 4 toward the southern end of

Tuttle Reservoir. The T surface temperatures are IRT values recorded during a boat traverse of the reservoir.

¢Tuttle readings are excluded from these statistics.

which make Tuttle Reservoir ideal for checking naviga-
tion (discussed below) of AVHRR imagery (its shape
is long, narrow, and kinked) mitigate against its use as
ground truth. In most of the AVHRR images, the reser-
voir is only one or two pixels wide, so it is not possible

to retrieve confidently a water pixel which is uncontam-
inated by radiance from the landmasses which border
the reservoir. This is particularly apparent in Table 1
for the afternoon pass of August 4 at 2029 UT. The
satellite scan angle of 45° (see Table 2) foreshortens the
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Table 2. Navigation Corrections for the IFC5 NOAA 11 Images

Date UT?*  Image Scan Angle® Ax, Ay, Comment
in 1989 Identifier degrees pixels pixels
Night Passes (Descending)
July 28 0834 92090834 14.0 1 0
July 29 0824 92100824 26.8 2 —4  Cirrus over IRT site 919
Aug. 6 0841 92180841 4.2 —18 -19
Aug. 7 0831 92190831 18.4 -15 -19
Aug. 8 0821 92200821 30.3 -11 -19
Afternoon Passes (Ascending)
July 28 2000 92092000 19.7 -8 —22
Aug. 4 2029 92162029 44.6 -1 —1 45° scan angle; 2 scan lines blank
Aug. 6 2007 92182007 27.7 -8 0
Aug. 7 1957 92191957 15.2 -1 1
Aug. 8 1946 92201946 0.7 2 0 Popcorn cloud over IRT site 925
Aug. 9 1936 92211936 13.7 0 0 .
Aug. 11 1916 92231916 36.1 ? ?  Too cloudy to navigate

aLocal time = UT — 0500

b Angle at satellite of ground target with respect to nadir, averaged across all eight IRT sites listed

in Table 1.

Tuttle Reservoir into a narrow ribbon, causing the the
resulting at-satellite signal to be a mixture of radiances
from (warm) land and (relatively cool) water.

3.2. AVHRR Imagery: Navigation and
Calibration

For the fifth intensive field campaign (IFC5) of FIFE
in July and August 1989, there are a total of 12 navi-
gated 256-line by 256-pixel AVHRR NOAA 11 subim-
ages, centered on the dam at the south end of Tuttle
Reservoir, stored on volume 2 of the FIFE CD-ROM
set. The navigation information is presented as a pair
of latitude and longitude files, with one (latitude, lon-
gitude) coordinate per image pixel.

Because we wished to identify the eight individual
pixels in each image which contain the eight IRT ground
sites, we sought reassurance that the navigation was
accurate. From the public domain Central Intelligence
Agency (CIA) World Database IT we extracted all geo-
graphical features whose coordinates lie within 400 km
of the FIFE site, then identified which pixel the CIA fea-
ture belonged to by searching the subimage to find that
pixel which minimized the great circle arc length from
pixel coordinate to feature coordinate. In this way we
built up a map (in raw line/pixel space) of the river fea-
tures for the FIFE region, one map per image. We then
superimposed the map on the AVHRR image to check
that the albedo (channels 1, 2) and radiance (channels
3, 4, 5) features in the raw image agreed with the river
features from the CIA database. The results were dis-
concerting: Four of the images showed navigation errors
of about 30 km, three had errors of up to 8 km, and only
four had navigation accuracies which lay within the ex-

pected tolerance of £1 km. (The final, twelfth image
was so cloudy that no ground features were discernible.)

We were not confident that the CIA database was
completely up to date (it was created from maps drawn
prior to 1972, and contained no information about reser-
voirs and dams), so we repeated the navigation quality
check using the commercial “Digital Chart of the World
(DCW) in ASCII” CD-ROM [Ph.D. Associates, Inc.,
1994], which is a single-volume, nonhierarchical, text
version of the DCW relational database published on
four CD-ROMs by the United States Defense Mapping
Agency in 1992. From the DCW we extracted the in-
land shorelines for Tuttle Creek and Milford reservoirs,
and defined nine ground control points (GCPs), five for
Tuttle, four for Milford, shown in Figure 4. We con-
structed a set of DCW overlay maps. These new com-
parisons confirmed our earlier CIA database findings,
and suggested a possible reason for the poor FIFE nav-
igations: The original FIFE image processing was done
using a single GCP, normally the Tuttle Creek Dam at
the southern end of the reservoir. The four worst case
navigation errors were consistent with a FIFE operator
inadvertantly selecting the north end of the reservoir as
the dam GCP.

Listed in Table 2 are our estimates for the required
navigation corrections for each image, presented as Az
(positive to the right) and Ay (positive downward)
pixel/line translations of a normally viewed image (nor-
th to top, east to right) relative to its FIFE-published
(latitude, longitude) grid. We estimate that these cor-
rections are accurate to +1.5 pixels in z and y.

The calibration of the thermal channels (conversion
from raw channel 4, 5 count to radiance) follows the



STEYN-ROSS ET AL.: LAND SURFACE TEMPERATURE

method described by Steyn-Ross et al. [1992], updated
with recently obtained 1988 NOAA 11 prelaunch infor-
mation.

3.3. Radiosondes

Standard meteorological radiosondes were launched
daily at 1200 UT (0700 LT) from Dodge City, 340 km
to the southwest of FIFE, and at 0000 UT (1900 LT the
previous day) from Topeka, 70 km to the east of FIFE.
A typical sounding contained 26 atmospheric readings
(pressure, altitude, temperature, relative humidity) at
the mandatory pressure levels between surface pres-
sure and altitude ~26 km; we used the upper levels
of the LOWTRAN-7 midlatitude summer standard at-
mosphere to top up each sounding to altitude 100 km
to give an extended profile containing a maximum of 34
atmospheric readings.

For our initial runs, we used the topped-up Dodge
City sondes as the first-guess atmosphere. Relative
to the NOAA 11 overpass times on a given day, the
Dodge City sonde was launched 3 '/, hours after the the
0330 LT descending (night) satellite pass, and 8 hours
prior to the 1500 LT ascending (afternoon) pass. For
the radiosonde sensitivity tests, we replaced the Dodge
City sondes with the Topeka sondes whose UT date
matched that of the NOAA 11 image. This means that
the night pass is matched with a sonde which is 81/,
hours old, and the afternoon pass with the same sonde
which is now 20 hours old. A time series showing the
total water column computed from the Dodge City and
Topeka radiosondes is displayed in Figure 5.

These soundings were retrieved from volume 1 of the
FIFE CD-ROM set. Also contained on this volume are
local radiosondes launched at 11/5-hour intervals during
daylight hours at the FIFE site [Sugita and Brutsaert,
1990]. These sondes sampled only the bottom 4-5 km,
but at very high resolution in the vertical. Unfortu-
nately, the relative humidity measurement is based on
temperature readings from a wet-bulb/dry-bulb ther-
mistor pair; at the freezing point the crystallization
of the water film covering the wet-bulb thermistor re-
leases latent heat, warming the wet bulb and introduc-
ing a spurious spike into the apparent relative humidity
record. Also there are differential phase lags between
the responses of the wet-bulb, dry-bulb, and pressure
sensors, leading to hysteresis errors: the computed rela-
tive humidity at a given altitude will depend on whether
the balloon is ascending or descending. Bruegge et
al. [1992] estimate that the integrated water column
amounts derived from these sondes are certain to at best
+13%. For these reasons we elected to use the nonlocal
sondes from Dodge City and Topeka in preference to
the vertically truncated FIFE soundings.

4. Results
4.1. FIFE Validation

For each of the 11 navigable NOAA 11 images listed
in Table 2, we located the eight pixels within each im-

19,637

Precipitable Water (Topeka o; Dodge City x)

Water column (cm)

OL i i i i x}hl i i

208 210 212 214 216 218 220 222 224
Day number in 1989

Figure 5. Time series of the precipitable water over
Topeka (70 km east of FIFE) and Dodge City (340 km
southwest of FIFE). These water column amounts were
computed by integrating the specific humidity with re-
spect to pressure using the Topeka and Dodge City ra-
diosondes. The vertical bars on the time axis show the
overpass times of the 12 AVHRR images listed in Ta-
ble 2.

age which contained the IRT (infrared thermometer)
ground sites. This was done by scanning the image’s
latitude/longitude grid to find that pixel which mini-
mizes the great circle arc distance to the IRT (latitude,
longitude) coordinate. We then applied the navigation
correction, taking into account whether the image was
for a descending or ascending pass, to translate from
the nominal IRT position to the corrected IRT position.
The raw channel 4 and 5 counts at this revised position
were converted to calibrated at-satellite radiances, I
and I5.

Using the Dodge City radiosonde whose launch date
matched the date of the satellite pass, we ran the
DWYV-LST algorithm, iterating the water profile until
the emissivity curves intersected at a common value of
€4 = €5 = 1.0. This intersection point defined the re-
trieved surface temperature, T,,. This process was re-
peated for each of the eight IRT sites for each of the 11
images, for a total of 86 IRT/DWV-LST matchups (the
two cloud-contaminated pixels listed in Table 2 were ex-
cluded). Assuming the IRT point measurement 7 can
be meaningfully compared with the AVHRR-scale LST-
DWYV retrieval T,,, we computed the bias (T, — Ts) and
the rms (standard deviation of this difference) errors for
each matchup. The results are presented in Table 3 and
Figure 6.

The day and night statistics are quite distinct. For
the five night passes, the bias errors are small and posi-
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Figure 6. Comparison of retrieved surface tempera-

tures with IRT ground measurements. (a) Circles are
DWV-LST retrievals; plus signs are Price predictions
(equation (9)); dots are channel 4 brightness tempera-
tures. (b) DWV-LST retrievals averaged over the eight
IRT sites for each of the 11 passes. Each vertical error
bar shows the standard deviation in the eight DWV val-
ues for a given pass; the matching horizontal error bar is
the standard deviation in the eight IRT measurements
for that pass.

tive, with an average bias of +0.39 (T}, overestimates T
by this amount) and average rms error of 1.11 K, while
for the six day passes, the average bias and rms values
are +4.09 and 3.10 K respectively. The fact that the
daytime rms errors are about three times larger than for
nighttime is not unexpected, given the very large spatial
variability in daytime surface temperatures. However,
the order-of-magnitude increase in bias from night to
day requires some explanation. While the night bias
is comfortably within the £0.55 K AVHRR calibration
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uncertainty [ Weinreb et al., 1990}, the day bias is well
outside the calibration error band, and its error bar of
+3.10 K does not overlap zero bias.

Other authors [Goetz et al., 1995; Kalluri and Dub-
ayah, 1995] have also reported radiometric LST re-
trievals for FIFE which seem to be biased high relative
to the IRT surface measurements. The most plausible
explanation is that the IRT sites are not representative
of the FIFE region, since the IRT sites are typically
fenced off and therefore well vegetated compared with
the surrounding prairie which is grazed and/or burned
[Kalluri and Dubayah, 1995]. This means that the IRT
field of view (area ~0.3 m?) will be predominantly of
vegetation, while the AVHRR view (area ~1 km2) will
contain a much larger proportion of sparsely vegetated
land. During the day, the exposed ground (litter, soil)
would be expected to be warmer than the plant canopy,
so the satellite radiometer retrievals also will be warmer,
and thus positively biased, relative to the IRT measure-
ments.

If there is a vegetation-induced temperature bias,
then we would expect the bias error to diminish with
satellite scan angle, since at larger angles the satellite
radiometer receives more radiation from the canopy and
less from the ground [Hall et al., 1992; Vining and Blad,
1992; Prata, 1994]. We plotted the DWV-LST bias er-
rors as a function of scan angle for the six day and
five night passes (not shown here), and found the best
fit line through the day pass results seems to support
the differentially vegetated hypothesis: bias errors are
smaller at larger scan angles. At night the temperatures
are more homogeneous, the errors are smaller, and any
vegetation effects are probably negligible.

How well does DWV-LST perform compared with the
other retrieval methods? The FIFE CD-ROMs used the
Price [1984] algorithm. We assume its performance is
representative of the equation (1) class of single-line,
fixed-coefficient algorithms. Comparisons of DWV with
the more recent atmospherically correcting methods of
Harris and Mason [1992] and Sobrino et al. [1993, 1994]
will be presented in a future paper.

For the case of unity emissivity, the Price formula
simplifies to a linear combination of the at-satellite
brightness temperatures in channels 4 and 5:

Terice = Tu + 3.33(Ty — T5) (9)

Table 3. Average Bias and rms Errors for DWV, Price,
and BT4 Methods

Night (Five Passes) Day (Six Passes)

Method Bias rms Bias rms
DWV +0.39 1.11 +4.08 3.10
Price +0.73 1.14 +6.13 3.13
BT4 —1.52 1.13 —-3.32 3.46

The data are in kelvins. BT4 is the AVHRR channel 4
brightness temperature. The number of matchups is 39 for
night and 47 for day.
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Since some authors have noted that T4 sometimes gives
quite good nighttime LST retrievals, we also computed
the bias and rms errors for (Ty — Ts). The comparative
results for DWV, Price, and T, are shown in Table 3.
All three methods have very similar rms values, but very
distinct bias values. On average, Ty underestimates the
IRT reading by 1.5 K at night, and by 3.3 K during the
day, indicating that the atmospheric attenuation is not
negligible. If the previously described vegetation effect
is real (so that the IRT daytime readings need to be in-
creased by ~4 K to match the DWV-LST values), then
T4 could be underestimating the surface temperature
by as much as 7 K.

We found that the Price biases vary markedly from
pass to pass. Figure 5 shows that the water vapor is
strongly varying, and thus the assumed linearization
of transmissivity with respect to water vapor content,
which is the basis of the Price split-window algorithm,
is not likely to be valid. A fixed-coefficient algorithm is
therefore not expected to perform well, except in some
time-averaged sense (if the coefficient is properly cho-
sen, then over time the bias errors should average to
zero, even though the bias error on any given day might
be unacceptably large). The fact that Price performs
better at night than during the day is probably due
to the nighttime formation of a strong inversion in the
vertical profiles for water vapor and temperature as re-
ported by Platt and Prata [1993]. The radiance from
this warm moist layer of air tends to compensate for
the atmospheric attenuation in the cooler layers above.
Under these conditions, T4 can be a good predictor of
T, since the (T4 — T5) correction term is small. The
night passes of August 6, 7, and 8 (see Table 1) ex-
hibit closely similar values for T, Ty, and T3 for the
eight land targets. Interestingly, the Tuttle Creek pix-
els show quite dissimilar T}y, T values, suggesting that
for water targets the nighttime vertical profiles for tem-
perature and water vapor are quite different from those
prevailing over land.

4.2. DWYV Sensitivity Analysis

This section addresses the question: How sensitive

is DWV to errors or uncertainties in surface emissiv-
ity and the first-guess atmosplieric profile? The atmo-

spheric contribution is examined first with respect to
the choice of radiosonde profile, and second, with re-
spect to synthetic perturbations in the profiles for water
vapor, aersol content, and atmospheric temperature.
4.2.1. Surface emissivity variations. The pres-
ent work assumes €4 = €5 = 1.00. While this may be
a reasonable assumption for moist (e.g., dew-covered)
vegetation, it is not expected to be valid for dry, spar-
sely vegetated regions. In order to quantify the sensi-
tivity of the retrieved surface temperature to variations
in surface emissivity, we defined a sensitivity parameter
AT/Ae, with units of kelvin change per percent change
in emissivity. This was estimated, for a given atmo-
sphere, by measuring the slope of the T versus e curve
(i-e., transpose of Figure 2) at the point ¢4 = 1.00.
Typical values for a moist atmosphere (~4 cm water
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column) were AT/Ae ~ —0.3 K/%, i.e., if the as-
sumed emissivity changes from 1.00 to 0.95, a 5% re-
duction, the retrieved surface temperature increases by
5 x 0.3 = 1.5 K. The sensitivity to ground conditions
is stronger in drier atmospheres, e.g., for water column
~1.5 cm, AT/Ae ~ —0.6 K/%. We also investigated
the sensitivity to spectral differences in emissivity (e:g.,
€4 = 1.00, g5 = 0.95), and found broadly similar re-
sults, although these latter findings must be regarded
as preliminary and requiring further work.

4.2.2. Choice of radiosonde. How sensitive are
the DWV-LST retrievals to choice of radiosonde? To
answer this question we repeated the analysis for all 86
IRT/AVHRR pixel matchups using the Topeka sondes
in place of those from Dodge City. Figure 5 shows that
the Topeka and Dodge City water vapor burdens differ
by as much as 20%; in addition, because there is a 12-
hour disparity between launch times at the two sites, the
temperature profiles are also likely to be quite different
at the lower altitudes. By design, the DWYV algorithm
assumes that the temperature profiles are correct, and
that any unphysical emissivity intersections are purely
the result of inaccurately known water vapor profiles.
Thus the algorithm attempts to compensate for tem-
perature profile errors by adjusting the water profiles.
The impact of imperfectly known temperature profiles
is discussed later in this section.

Figure 7 plots the difference between the Topeka-
DWYV and the Dodge City-DWV LST predictions. Sur-
prisingly, we see that the DWV retrievals are quite in-
sensitive to choice of radiosonde, with the two sets of
predictions typically lying within +1 K of each other.
There is a sign change between night and day, but the
standard deviation of the differences is not substantially
larger for the day passes: 0.45 K for night, 0.47 K for
day. This result is markedly different from that ob-
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Figure 7. Sensitivity of DWV-LST retrieval to

choice of radiosonde. Because of differences in location,
launch time, temperature, and water vapor profiles of
the Dodge City and Topeka sites (see Figure 5), the
two sets of DWV-LST retrievals are not expected to be
identical.
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tained when the DWYV retrievals were compared with
the IRT ground values (Table 4, Figure 6); in the IRT
comparison, the daytime rms differences were typically
three times larger than the nighttime values.

Because dissimilar sondes from Dodge City and Top-
eka produce closely similar DWV-LST retrievals over
FIFE, it is tempting to regard the ~0.47 K rms dif-
ference as an indicator of the absolute accuracy of the
DWYV method. However, much more validation work
is required before we can be confident of this accuracy
claim.

4.2.3. Aerosols, water vapor, atmospheric
temperature. An investigation into the sensitivity
of the DWV method to inaccuracies in the assumed
vertical profiles for aerosols, water vapor, and atmo-
spheric temperature was conducted by Smith [1993] us-
ing AVHRR data obtained over ocean and asssuming
unity emissivity. Since for the present FIFE validation
work we take g4 = €5 = 1, the Smith sensitivity conclu-
sions should be broadly applicable here. Smith’s study
examined 30 AVHRR passes which were coincident with
sea temperature data from a buoy moored off the west
coast of Tasmania, Australia, for July-August 1987.

Smith obtained an estimate of the effect of aerosol un-
certainties by running LOWTRAN-7 with its “no haze”,
“maritime”, and “navy maritime” aerosol settings. Rel-
ative to the zero-aerosol (no haze) case, the maritime
setting raised the retrieved DWV-SST by an average
of 0.08 K, while the navy maritime setting raised the
SST retrieval by about 0.3 K. (The effects of volcanic
aerosols are expected to be more significant, but were
not investigated.) Since both values are well within the
+0.55 K rms calibration accuracy of AVHRR, and be-
cause we have no information on aerosol profiles over
FIFE, we ignore the influence of aerosols in the present
work.

To quantify the impact of errors in the profiles for
water vapor and atmospheric temperature, Smith com-
puted a climatological reference atmosphere by aver-
aging an archive of 5723 radiosonde profiles from the
Tasmanian region. He then perturbed the reference by

Table 4. Split-Window Coefficients Derived from
DWV-LST

Night (Five Passes) Day (Six Passes)

Pass Mean s.d. Mean s.d.

1 2.51 0.14 2.52 0.09

2 2.42 0.13 2.81 0.04

3 4.64 1.89 2.65 0.03

4 4.40 0.90 2.75 0.23

5 5.42 0.92 2.46 0.18

6 e e 2.60 0.24
Average 3.88 0.80 2.63 0.14

Here, s.d. denotes standard deviation.
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increasing (+) and decreasing (—) the water vapor (W)
and temperature (T) values at each level by 0.25 of the
range of the variable at that level to create four test at-
mospheres W_Ty, W Ty, WoT_, WgT. The DWV-
SST retrievals using the test atmospheres were com-
pared with those from the reference WgTy atmosphere.
The perturbed water vapor profiles W_Ty, W, Ty pro-
duced SSTs which were only marginally different from
the reference runs (bias errors < 0.05 K). While the
results from the cooled atmosphere WoT_ were sim-
ilar (bias error of 0.02 K), those from the heated at-
mosphere WoT, exhibited significant errors (—0.64 K
bias, 0.93 K rms). Smith argued that a heated atmo-
sphere raises the computed top-of-atmosphere radiance,
exceeding the true radiance measured by the satellite.
DWYV attempts to compensate by loading water into
the atmosphere to reduce the transmittance, thereby
increasing the water vapor radiance and decreasing the
surface contribution. The result is an artificially low-
ered SST retrieval. We conclude from Smith’s study
that DWV retrievals can be compromised if there are
large errors in the assumed temperature profile.

5. Using DWV-LST to Derive
Split-Window Coefficients

Unlike the one-line algorithm of (1), the DWV-LST
method is computationally expensive. Typically, for
each IRT/AVHRR pixel matchup, about seven DWV
iterations were required: four iterations to bracket the
(€req, Tz) root, plus a further three iterations to polish
the root to the desired level of precision; each iteration
involved 12 LOWTRAN-7 runs (see section 2.3, step
4) for a total CPU time of about 30 s per pixel on a
DEC Alpha 3000/800 computer. Extrapolating these
run times to a 256- by 256-pixel image implies a time
budget in excess of 500 hours.

Is it possible to craft a hybrid algorithm which pre-
serves the accuracy and precision of the DWV method
but which runs at split-window speeds? We plotted
graphs of Tprice versus T, for each of the 11 passes
(not shown here) and observed that for each pass, there
seemed to be a linear relationship between Tppice and
T,, but that the gradients for each of these varied from
pass to pass. This suggested to us that it should be
possible to use DWV to derive a split-window algorithm
whose coefficient (a, in (1)) is tuned on a per-pass ba-
sis. Replace T in (1) with the DWV-LST value T, and
solve for a; then compute its average value from a small
but representative number of AVHRR pixels:

N
a(t) = % > (Toj—Ts;)/(Ta;—Ts;)  (10)

j=1

For our demonstration we chose the N = 8 IRT pixels.
The t argument in a(t) emphasizes that the coefficient
is (slowly) time-varying (on atmospheric timescales; we
assume it is effectively constant within a given pass).



STEYN-ROSS ET AL.: LAND SURFACE TEMPERATURE

The results of this regression fit are shown in Table 4
and Figure 8.

Table 4 shows that the DWV-derived split-window
coefficients for the night passes are highly variable,
while those for the day passes are comparatively stable.
It is interesting to note that the Price [1984] coefficient
of 3.33 (equation(9)) is bracketed between the averaged
day value of 2.63 and the averaged night value of 3.88,
but that for none of the 11 passes does a coefficient
of 3.33 seem appropriate. Figure 8 demonstrates the
quality of the split-window fit to the DWV-LST value.
The residual errors in Figure 8b show agreement within
+1 K, with an rms difference of 0.30 K. These encour-
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Figure 8. Feasibility of a dynamic split-window LST
algorithm. For each pass, a new (T4 — T5) coefficient
is computed to allow T}, to be estimated from a linear
combination of Ty and T (see Table 4). (a) Dynamic
split-window predictions of T,. (b) Residual error in
dynamic split-window relative to DWV-LST.
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aging results suggest that it is feasible to use DWV-LST
to compute dynamically tuned split-window coefficients
whose performance is only marginally less accurate than
the full DWV. As pointed out by a reviewer, a three-
coefficient regression fit should perform better than the
single-coefficient method developed here for demonstra-
tion purposes.

6. Discussion and Conclusions

We have described a general, graphical scheme for
determining upper and lower bounds for land surface
temperatures retrieved from AVHRR radiance measure-
ments. Because the retrieval problem is undercon-
strained, some knowledge of surface emissivity is re-
quired. In the absence of such knowledge, information
about land classification will enable a reasonable guess
for the emissivity range, e.g., 0.95 < ¢ < 0.99 for veg-
etated surfaces. To correct for atmospheric effects, we
have described a generalization of the dynamic water
vapor (DWYV) algorithm which was originally developed
to retrieve sea surface temperatures in the presence of
strongly varying water vapor.

To demonstrate our method, we applied the DWV
philosophy to the 11 AVHRR images recorded during
the fifth intensive field campaign of FIFE in July and
August 1989. We compared our LST retrievals with
the point surface measurements returned by a set of
eight infrared thermometers (IRTs) which had been cal-
ibrated assuming a surface emissivity of unity. For the
five night passes, the DWV-IRT comparisons showed
average bias and rms errors of +0.39 and 1.11 K, re-
spectively, while for the day passes the corresponding
errors were +4.09 and 3.10 K. The rms errors are in
reasonable accord with the spatial variability in IRT
ground temperatures. The significant positive bias for
the daytime DWYV retrievals is consistent with the no-
tion that the AVHRR view is not a scaled-up replication
of the IRT view, even after the FIFE images have been
corrected for navigation errors.

We compared the performance of DWV-LST with
that of Price [1984], a traditional one-line split-window
algorithm which uses a fixed coefficient. While the Price
rms errors were quite similar to those for DWV, the
bias performances were significantly worse: +0.74 K
for night passes, and +6.13 K for day passes.

Because the DWV method uses a radiosonde to sup-
ply the first guess for the atmospheric state, we tested
the algorithm for sensitivity to changes in radiosonde
selection. DWV-LST predictions based on Dodge City
sondes were compared with those based on sondes from
Topeka. We found that the two sets of predictions
agreed to within an rms difference of 0.47 K.

We presented a sensitivity analysis of DWV over
ocean which supports the notion that as long as the
temperature profile is known accurately, DWYV is quite
robust to the choice of first-guess water vapor profile.
One means of obtaining this extra temperature informa-
tion could be from an additional radiance measurement
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made in the vicinity of channels 4 and 5. Assuming a
blackbody surface this would give three equations and
three unknowns (surface temperature, atmospheric wa-
ter content, average atmospheric temperature). The
launch of the moderate-resolution imaging spectrome-
ter (MODIS) instrument in 1998 will provide several
extra infrared channels in the 8-14 ym range, and one
or more of these may enable the atmospheric tempera-
ture retrieval we require. This is the focus of ongoing
research.

The DWV-LST method is computationally time ex-
pensive. To speed LST retrievals, we investigated the
feasibility of establishing a dynamically tuned split-
window coefficient which could be computed and ap-
plied on a per-pass basis. These feasibility tests showed
that it is possible to replicate the DWV-LST retrievals
to within an rms error of 0.30 K using a locally tuned
split-window algorithm.

With the significant exception of the new algorithms
of Harris and Mason [1992] and Sobrino et al. [1993,
1994], the usual theoretical derivation of the split-win-
dow algorithm assumes dry atmospheres and weak at-
mospheric absorption, allowing linearization of the tran-
smissivity and the use of a globally applicable con-
stant coefficient. However, since water column amounts
over Topeka and Dodge City (and almost certainly over
FIFE) sometimes exceeded 4 cm, the weak absorption
approximation would not generally be valid. For high
water vapor content, it is always necessary to expand
the transmissivity to at least second order, thereby in-
troducing a water vapor dependence into the a coeffi-
cient. Provided that the water column varies by not
more than ~10% across the image, the adoption of a
constant per-pass a coefficient seems to render LST re-
trievals of acceptable accuracy. We estimate this 10%
figure from the magnitude of the typical water vapor
variations computed by DWV, though a full water col-
umn sensitivity analysis is still to be done to establish
quantitative bounds on expected split-window accura-
cies in the presence of large water vapor concentrations.
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