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ABSTRACT

The familiar linear multichannel sea surface temperature algorithms (MCSST) for estimating sea surface
temperature with AVHRR satellite data describe the solution in terms of a constant gamma parameter multiplied
by the measured brightness temperature difference of two of the window channels. A nonlinear algorithm is
developed in this paper which is similar in form to the MCSST algorithm but with the gamma parameter having
a specific two- or three-channel temperature dependence.

Simulation studies show that the linear and nonlinear algorithms provide nearly identical accuracies for a
wide range of atmospheric conditions if the satellite data are error free. When random or noncorrelative error
sources are present in the multichannel AVHRR data, it is found that the nonlinear algorithms significantly
reduce their effect upon the final solution relative to the linear MCSST solution. These results are verified with
actual AVHRR data obtained in January-March 1982 and 1983. The algorithm estimates of surface temperature
are compared with buoy measurements in the North Atlantic and North Pacific.

1. Introduction

The theoretical basis of a multiple-window channel
algorithm for estimating sea surface temperature with
satellite infrared data was developed in the 1970s. A
history of this development is given elsewhere
(McMillin and Crosby, 1984). The theoretical devel-
opment results in an algorithm of the form

SST = T; + «(T; — T), (1)

where T; and T; are brightness temperature measure-
ments at two different wavelengths in the 11-12 um
window spectral region. The gamma parameter, v, is
found to be constant under certain conditions and is
given by

v = kil(k; — ki), 05

where k; and k; are the water vapor absorption coeffi-
cients. The simplicity of this approach influenced the
design of such instruments as the Advanced Very High
Resolution Radiometer (AVHRR) on the TIROS-N
series of satellites, which includes two or three window
channels in the 3.7 um and the 11-12 um spectral
regions (Schwalb, 1978). Indeed, since 1981 the Na-
tional Environmental Satellite Data, and Information
Service (NESDIS) has been operationally providing
global maps of sea surface temperatures obtained with
AVHRR-based Multi-Channel Sea Surface Tempera-
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ture (MCSST) algorithms of the form given by (1). A
comprehensive description of the operational algo-
rithms is given by McClain et al. (1985), and global
estimates of the accuracy achieved with these algo-
rithms are very impressive (Strong and McClain, 1984).

Under very moist conditions, however, the simpli-
fying assumptions leading to (1) are suspect. It is as-
sumed that the atmospheric transmittance, 7, in
channel i may be approximated by

n~e ™ ~1-kX, 3)

where X is the water vapor amount. A set of warm
marine profiles with varying amounts of water vapor
have been applied to a radiative transfer model (Wein-
reb and Hill, 1980) to estimate , for two spectral in-
tervals (30 cm™! width) near the center of the 11 and
12 um channels of the AVHRR. The approximation
given by (3) is applied to define the effective absorption
coefficients k;, and (2) yields the parameter -y, which
is plotted against water vapor amount in Fig. 1. Clearly
v has a water vapor dependence (see also Dalu et al.,
1981).

Additional problems appear in cold dry polar at-
mospheres. The absorption coefficient due to water va-
por is considerably less in the 3.7 um spectral window
then at 11 or 12 um, whereas absorption by uniformly
mixed gases, i.e., CO,, N,, is much greater. Thus, the
effective absorption coefficient at 3.7 um, which in-
cludes the absorption by the mixed gases as well as
water vapor and is defined with (3), changes from being
less than to becoming greater than that at 11 um as
the water vapor amount decreases from a hot tropical
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FIG. 1. The gamma parameter associated with two spectral intervals in the 11 to 12
um region as a function of total atmospheric precipitable water. The data are computed
with a radiative transfer model (Weinreb and Hill, 1980), which is applied to a set of

64 cloud-free marine soundings.

atmosphere to a dry polar atmosphere. Further, in dry
polar atmospheres water vapor may be considered a
uniform trace gas. Assuming no large air/sea temper-
ature discontinuities, an adequate algorithm for cor-
recting for absorption by uniform gases is

SST, = AT, + B[. (4)

This latter solution, which can be obtained by linear
regression with a diverse set of ground truth measure-
ments and coincident single channel AVHRR tem-
perature measurements, is preferable to (1) when error
sources such as instrumental noise are significant be-
cause the parameter v is normally considerably larger
than the coefficient 4, which is near unity.

The succeeding sections describe a nonlinear mul-
tichannel algorithm for estimating sea surface temper-
atures that can be described with (1) but where « is a
function of water vapor amount and temperature. At
low temperatures the algorithm approaches a single
channel solution similar to (4).

2. A graphical derivation

A simple graphical derivation of the MCSST algo-
rithm given by (1) is possible. In this approach the
brightness temperature in two different window chan-
nels (7;) is plotted against the corresponding water va-
por absorption coefficient (k;), which is assumed to be
a constant. The straight line connecting these two
points is extrapolated to a zero absorption coefficient
value. The corresponding temperature represents the
solution. Graphical examples of this procedure are
given in Prabhakara et al. (1974).

A similar graphical approach yields a decidedly
nonlinear solution. The graphical representation is

shown in Fig. 2. The single channel algorithm given
by (4) is plotted against the corresponding brightness
temperature in two different window channels. The
line which connects the points (73, SST;) and (7}, SST))
is extrapolated to intersect the equal temperature line
(SST = T), which corresponds to a channel having no
atmospheric absorption. The cross product sea surface
temperature (CPSST) solution corresponding to this
intersection point is obtained by equating the tangent -
of the two similar right triangles ACE and BCD yield-
ing,

T,SST, — T;SST,

PSST (i, ) =
CPSST (1)) = 7= T; + SST; — SST;’

&)

where i and j represent two separate window channels
such as the 11 and 12 um channels of the AVHRR.
The single channel solution, SST;, may be obtained by
linear regression from a diverse set of marine atmo-
spheres, but it will exhibit large errors in regions of
high moisture variability. The graphical solution is
represented in Fig. 2 for three different moisture con-
ditions—very dry, average, and very moist. A physical
justification for both the MCSST and CPSST algo-
rithms is given in appendix A.

The graphical MCSST and CPSST solutions both
involve a linear extrapolation assumption that may re-
sult in error. The solutions are made more flexible by
allowing for a constant offset to one of the brightness
temperatures of the form 7} = T; + C. With this offset
the MCSST solution becomes T; + v(T; — T)) + vC,
which is the usual multiple linear regression form of
the MCSST solution. The effect of the temperature off-
set upon the CPSST solution is not so obvious, but is
shown with the dashed lines in Fig. 2. In practice, the
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FI1G. 2. A graphical representation of the nonlinear CPSST split-window algorithm.
The single-channel solution, SST;, is plotted as a function of the corresponding window-
channel brightness temperature, 7}, for each of the two AVHRR split-window channels.
The line connecting these points is extrapolated to the equal temperature point (solid
line), which corresponds to a channel having no atmospheric absorption. The corre-
sponding temperature is the solution. Results are shown for three different atmospheric
conditions. The dashed lines show the effect of adding a constant offset to the 11 um

brightness temperature.

temperature offset is adjusted to minimize the error of
the CPSST solution in a statistical sense. It is apparent
from Fig. 2 that if SST,; = SST;, which occurs only in
average or climatological atmospheric conditions, then
the CPSST solution is simply SST;. Similarly if 7%
= T, then the solution is T¥ . The largest temperature
correction for water vapor absorption occurs under very
moist conditions when TF — Tjis large, although unlike
the MCSST solution, the amount of correction is a
function of the absolute temperatures as well as the
temperature difference. The temperature dependence
can be expressed mathematically by manipulating (5)
into the form

C o SST; - T;

CPSST ) = S§T,= 1, + 7% —ssT,

X(T*=T)+ T (6)

This form of the solution is identical to the MCSST
solution, (1), although the gamma parameter has a
specific two-channel temperature dependence. Math-
ematically (5) and (6) are identical and the temperature
offset, TF, can be applied to either equation.

3. Algorithm development with simulation data

Simulations of the influence of an aerosol-free at-
mosphere upon measurements in the three AVHRR
window channels are performed using a procedure de-
veloped at NESDIS and detailed elsewhere (Weinreb
and Hill, 1980). Using external radiosonde temperature

and moisture profile data as input, the procedure nu-
merically integrates the radiative transfer equation to
estimate the radiance at the top of the atmosphere.
The spectral bandpasses of the AVHRR channels are
subdivided into 20 or 30 cm™' subintervals, within
which the radiative transfer equation is integrated sep-
arately through 100 pressure levels. The computed ra-
diances at the top of the atmosphere in each subinterval
are then weighted with the filter response of the
AVHRR channel to provide the final wide-band ra-
diance. The heart of the procedure is the calculation
of atmospheric transmittances at each pressure level,
which is described in detail in the previous reference.
The calculation includes the effects of water vapor,
molecular nitrogen, and the uniformly mixed gases
CO,, N,O, CO, and CH,. Specifically excluded are
ozone, aerosols and water clouds. Also nonzero surface
reflectivity effects are not included in this model.

The atmospheric transmittance model has been ap-
plied to a diverse set of 110 marine atmospheric profiles
to determine cloud-free simulated brightness temper-
atures in each of the three AVHRR window channels
on the NOAA-7 spacecraft. The set of marine profiles,
which are obtained from radiosonde measurements,
cover a large range of temperature and moisture con-
ditions. It is similar to the set used to derive the op-
erational MCSST algorithms used at NESDIS (Mc-
Clain, 1981), but it includes a better representation of
dry polar atmospheres. (Only three examples are in-
cluded in the operational set of profiles.)

A simple linear regression of (SST — 7)) vs (T; — T))
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provides various MCSST algorithms, where SST is the
radiosonde-measured surface air temperature. The re-
sulting dual-window (3, 4), split window (4, 5) and tri-
ple-window (3, 4, 5) algorithm are shown below:

MCSST (3, 4) = Ty, + 1.616(T37 — Tyy) + 1.07
MCSST (4,5) = Ty2 + 3.15(Ty — T12) + 0.10- ¢ .
MCSST (3,4, 5) =T, + 0.943(T37 — T12) + 0.61

(M

The channel designations, i.e., 3, 4 and 5, refer to the
three AVHRR window channels centered near 3.7, 11
and 12 um (3.55-3.93, 10.3-11.3, and 11.5-12.5 um),
respectively. It may be noted that the coefficients as-
sociated with these algorithms are somewhat different
than those generated operationally at NESDIS from a
somewhat less diverse set of atmospheric profiles (Wal-
ton, 1985).

The procedure for deriving the CPSST algorithms
involves two steps. First the single channel algorithms,
(4), are computed by regressing SST against 7;. Next,
the offset temperature, 7F* = T; + C, which minimizes
the scatter of the CPSST algorithm relative to the actual
surface temperature, SST, is computed by trial and
error. Unlike the MCSST algorithms, linear regression
will not yield this parameter for the CPSST algorithms.
A nonlinear regression procedure for estimating this
parameter is given in appendix B. Generally, the larger
the positive offset, the smaller the effective gamma pa-
rameter becomes. As a result, the mean bias of the
CPSST algorithms (<0.1°C) relative to the . surface
temperature is insensitive to the offset, although the
scatter is not. The resulting CPSST algorithms for the
dual window and split window combination of chan-
nels are as follows:

0.117T,, — 31.64 ]

CPSST 3, 4) = 51177, — 0055975, — 15.92

X(T37+1—Ty)+ Ty
0.1761T,, — 47.56
0.1761T7, — 0.117T,, — 15.72

X (T]l +0.2— T12) + T12

CPSST (4, 5) =

J

®

A CPSST triple-window solution of the form 77
+ ~,[T37 — T12 + C] is obtained from a linear com-
bination of the dual and split-window algorithms given
above. The requirement that the coefficient of T, be
unity and that the coefficients of 737 and T, be equal
in magnitude provides two linear equations in terms
of the effective split-window and dual-window gamma
coeflicients, v, and v, given with (8). Solving this set
of equations one obtains an effective triple window
gamma parameter:

Ye = va(l — v)/(1 = vs — va). &)
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Again, the offset parameter C serves to minimize the
scatter of the CPSST relative to the surface temperature.
The final solution becomes

CPSST (3, 4, 5) = T” + ‘Y,[T3,7 + 06 - T|2] + 04
(10)

The constant term is included to remove the overall
bias of the triple-window algorithm. It is interesting to
note that (9) can be used to obtain the gamma param-
eter for the triple-window MCSST algorithm. The re-
sulting value, 0.92, is very close to that obtained by
linear regression, (7).

As an alternative to (10), any linear combination of
(8) will provide a CPSST triple-window algorithm. A
simple linear regression which minimizes the error of
the CPSST solution relative to the surface air temper-
ature measurements in the simulation dataset provides
the following algorithm:

CPSST (3, 4, 5)*
= 0.34 CPSST (4, 5) + 0.66 CPSST (3,4). (11)

A comparison of the accuracies achieved in simulation
with this starred version and with the special form of
triple window solution provided in (10) is given in Ta-
ble 1, which is discussed in section 5. Because (10)
generally provides the greater accuracy, it is the form
of triple window solution that is applied in the re-
mainder of this paper.

4. A variable gamma parameter

Equations (8) and (10) describe the CPSST solutions
in terms of a gamma parameter that is a function of
the two or three temperature measurements applied in
the algorithms. It is instructive to evaluate these pa-
rameters as a function of a single temperature mea-
surement (temperature dependence) and as a function
of the two-channel temperature difference (water vapor
dependence).

Figure 3 plots the gamma parameter for the split
window, v,, the dual-window, v,, and the triple-win-
dow, «, algorithms as a function of the channel 4 (11
um) brightness temperature measurements obtained

TABLE 1. Root mean square errors (°C)—simulation.

CPSST Algorithms Noise free Noise
Split 0.272 0.73
Dual 0.184 1.22
Triple 0.135 0.68
Triple* 0.137 0.84 .

MCSST Algorithms Noise free Noise
Split 0.326 0.82
Dual 0.206 1.98
Triple 0.081 1.16
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F1G. 3. The gamma parameters (vy;, v4 and +,) obtained, respectively, from the
CPSST split-window, dual-window and triple-window algorithms as a function of the
channel-4 brightness temperature. The brightness temperatures are obtained from sim-
ulation of the AVHRR Channels 3, 4, and 5. The dashed lines represent the corre-
sponding MCSST gamma parameter values.

from the simulation dataset. The horizontal dashed
lines represent the gamma parameters for the corre-
sponding MCSST algorithms. Figure 4 plots the split-
window gamma parameter as a function of the tem-
perature difference (Channel 4 — Channel 5), which is
a measure of the water vapor content of the atmo-
sphere. Comparing these two figures, it is seen that
below approximately 285 K, the CPSST parameters
have primarily a temperature dependence and are con-
siderably smaller than the corresponding MCSST
gamma parameters, (7). At higher temperatures the
parameters are sensitive to the water vapor content of
the atmosphere and approach, as an upper limit, the
corresponding MCSST values.

The water vapor or temperature difference depen-
dence of the gamma parameters at high temperatures
is critical for achieving the accuracies demonstrated in
section 5 and is consistent with the results shown in
Fig. 1 (see Introduction). The strong temperature de-
pendence at low temperatures is not so easily explained
in terms of a physical model of radiative transfer, but
is a peculiarity of the CPSST solution that requires
additional interpretation. As seen in Fig. 3, the gamma
parameters of the dual-window and split-window al-
gorithms drop rapidly with decreasing temperature, at-
taining a value of unity or less at sufficiently low tem-
peratures. At this value, this solution, (6), becomes a
single-channel measurement with an offset, 7%, or a
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FIG. 4. As in Fig. 3 except for the gamma parameter obtained from the CPSST split-
window algorithm as a function of the channel 4 minus channel 5 temperature difference.
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simple average of two-channel measurements. In either
case there is no correction for possible variations in
water vapor absorption. Thus, at high temperatures
the CPSST solutions correct for water vapor absorption
with a two-channel temperature difference factor mul-
tiplied by a gamma parameter that is also a function
of the temperature difference, whereas at low temper-
atures the water vapor is treated as a uniformly mixed
gas, resulting in a single-channel algorithm. In a sense,
the CPSST solutions account for the restrictive satu-
ration upper limitation upon water vapor concentra-
tion at low temperatures. It is interesting that the dual-
window algorithm transforms to a single-channel
solution at a higher temperature than does the split-
window algorithm, which relates to the fact that the
3.7 um window channel is much less affected by water
vapor absorption than are the 11 and 12 um AVHRR
channels. Further, the triple-window algorithm, (10),
evolves to a single-channel solution only when its
gamma parameter falls to zero. It is apparent from Fig.
3 that all of the gamma parameters would become neg-
ative at sufficiently low temperatures, which represents
an undesirable extrapolation of the model. To avoid
this problem, minimum thresholds for each of the
gamma parameters should be established. If the gamma
value falls below the threshold, it is reset to the thresh-
old value. In the subsequent error analyses here, these
thresholds are set at 1.0, 0.5 and 0.0, respectively, for
the split-window, dual-window and triple-window
CPSST algorithms.

The cause of the unrealistic values of the gamma
parameter at sufficiently low temperatures is the linear
form of the single channel algorithms, (4). Below a
certain temperature, i.e., 7 = 270 K, this algorithm
yields a surface temperature which is lower than the
channel temperature measurement, which is unreal-
istic. It may be seen with (6) that the gamma parameter
will become negative when the parameter SST; — T;
become negative. A nonlinear single channel algorithm
could be defined to eliminate this problem.

5. Simulation error analysis

This section compares the errors within the depen-
dent dataset in estimating sea surface temperature as-
sociated with the various algorithms derived previously.
In this analysis the radiosonde-measured surface air
temperature is the observed or “‘ground truth” tem-
perature measurement. The root-mean-square error of
the difference parameter (predicted minus observed
temperature) for the various MCSST and CPSST al-
gorithms is shown in Table 1. In general, it may be
concluded that the MCSST and CPSST algorithms,
although quite different in form, provide very similar
accuracies and the standard deviations of the differ-
ences are quite small when the measurements are noise
free.

Not included in the previous analysis is the effect of
errors that are always present in satellite data. We dis-
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tinguish here between channel correlative and non-
channel correlative error sources. A familiar example
of the former is cloud contamination while examples
of the latter include instrumental noise, mis-registration
between channels, and sunglint contamination. The
effect of the latter types of error sources upon the SST
algorithms is simulated by adding a value from the
uniform random distribution into the radiance mea-
surement of each channel. The magnitude of the ran-
dom error is computer generated for each of the 110
AVHRR simulation brightness temperatures and
added to the corresponding radiance value which is
then converted back to temperature. The signal-to-
maximume-error ratio (S/N) at 300 K in radiance units
has been set at 20 and 200 for the 3.7, and 11 or 12
um channels, respectively. This corresponds to a max-
imum error of approximately 1° and 0.3°C in these
two window regions. These values do not represent an
actual AVHRR instrument but are illustrative of the
effects that can occur. The effect of the noise on the
CPSST and MCSST triple-window algorithms is dem-
onstrated with Figs. 5 and 6, in which are plotted the
temperature errors under noise-free and noisy condi-
tions, respectively. The temperature errors associated
with the triple window MCSST algorithm under noisy
conditions is much larger at low temperatures than at
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FiG. 5. The simulated temperature errors (algorithm minus the
radiosonde surface temperature measurement) for both the MCSST
and CPSST triple-window algorithms as a function of the channel 4
brightness temperature when no noise is included in the data.
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high temperatures because the radiance-signal-to-noise
ratio is a function of temperature. This is especially
true for the 3.7 um channel because the Planck function
has a very strong temperature dependence at this
wavelength (B oc T'°) whereas the noise is independent
of the scene temperature. Figure 6 shows that most of
the error at low temperatures is removed with the
CPSST algorithms. This rather dramatic improvement,
which applies only with nonchannel correlative errors,
occurs because the gamma parameter of the CPSST
algorithms is much smaller in magnitude than that of
the MCSST algorithms at low temperatures resulting
in a lower sensitivity to noise. Similar results are ob-
tained with the dual-window and split-window algo-
rithms, and the error statistics associated with these
algorithms when the measurements are noisy are also
given in Table 1.

6. Analysis with real AVHRR data

The AVHRR instruments on the NOAA series sat-
ellites are designed to be exceptionally noise free, having
noise equivalent temperature errors (NVEAT) of ap-
proximately 0.1°C at 300 K in the thermal infrared
channels. Generally during the first few months of op-
eration the instruments have exceeded this specifica-
tion. Subsequently the 3.7 um channel has become
increasingly contaminated with a form of semicoherent
electrical interference which eventually makes the 3.7
um channel useless for quantitative sea surface tem-
perature processing. As shown in Fig. 7, this process
began in April 1982 with NOAA-7 and the interference

FIG. 7. The standard deviation of the channel 3 space-viewed scene in counts as a
function of time. The biweekly values are obtained by averaging two or three daily
mean values. One count ranges from approximately 0.15° to 0.05°C as the scene

temperature increases from 0° to 30°C.
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TABLE 2. Root mean square errors (°C)—AVHRR data.

JOURNAL OF APPLIED METEOROLOGY

Data
CPSST Algorithms 1982 1983
Split 0.69 0.50
Dual 0.70 1.21
Triple 0.66 0.81

Data
MCSST Algorithms 1982 1983
Split 0.71 0.62
Dual 0.69 1.89
Triple 0.63 1.30

increased throughout the year. The 1982 NOAA-7 data
are, therefore, an excellent source for evaluating the
ability of the CPSST algorithms to reduce the effects
of instrumental noise relative to the MCSST algo-
rithms. )
A set of global area coverage (GAC) data having a
nominal spatial resolution of 4 km and coincident
temperature measurements from moored buoys were
collected from January through March in 1982 and
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1983. These buoys are concentrated along the east and
west coasts of the United States, and only locations at
latitudes north of 35 deg are included in the database
in order to exclude any effects of the El Chichon Vol-
cano eruption in April 1982 (Strong et al., 1982; Wal-
ton, 1985). Satellite data screening and preprocessing
consisted of 1) the rejection of all daytime data to elim-
inate possible solar contamination in channel 3; 2) the
rejection of all data with satellite zenith angles greater
than 50 deg; 3) the rejection of satellite data that were
cloud contaminated; 4) nine-sample channel averaging
of the remaining data, which lowers the noise content
of the 3.7 um channel; and 5) data calibration to
brightness temperatures in each of the three AVHRR
channels.

Screening of nighttime cloud contamination in the
AVHRR data consists primarily of a uniformity test.
The original AVHRR data comprise 11 X 11 arrays
of uncalibrated count values (4 km resolution) in each
of the three window channels. The array is centered
over the buoy and encompasses an area of approxi-
mately 50 X 50 km. The warmest channel 4 sample
within each array is found. The uniformity test requires
that the maximum channel 4 variation within the 3
X 3 subarray centered on this sample be no more than

TABLE 3. 1983 Buoy—AVHRR matchup data.

Buoy Temp Buoy—Split Buoy—Dual Buoy—Split Buoy—Dual
Buoy ID (k) MCSST MCSST CPSST CPSST
46024 288.8 0.8 0.8 0.1 0.4
46006 284.3 -0.5 3.1 —0.8 1.8
46010 283.4 0 1.6 -0.7 0.6
46006 284.6 -0.7 -1.4 -1 -1.4
46006 284.4 -0.9 -0.9 -1 -0.9
46004 279.6 -0.7 2.1 -0.7 1
44005 279.9 0.7 2.2 0.5 1.3
44005 279.9 . 0.8 2.5 0.7 1.5
46006 284.8 0 1.6 -0.2 .1
46006 284.8 0.1 -0.4 -0.1 -0.3
46004 279.4 —0.1 0 -0.2 —0.1
C7L 282.3 1 1.7 0.6 1.2
C7L 282.3 08 1.1 0.5 0.8
46010 284.4 0.6 2.5 0.4 1.8
46004 279.4 0 1.3 -0.2 0.6
C7L 282.4 0.5 2.9. 0.6 2.2
46006 284.3 0.7 —0.1 0.6 0.2
C7L 281.9 0.3 -2 02 -1.2
C7C 279.7 0.3 -0.5 -0.1 -0.4
CciC 279.7 0.7 -1 0.3 —-0.4
46006 284.8 0 1.6 -0.2 1.1
46006 284.8 0.1 -0.4 —0.1 -0.3
44005 278.4 0.6 1 0.1 0.3
46010 284.8 1.1 0.5 0.9 0.7
46006 283.4 04 1.2 0.1 0.9
46006 283.7 1 1.2 0.3 0.7
cic 278.5 0.8 0.6 0.3 0.2
46004 279.8 -0.1 -3.2 -0.4 -2.2
44005 278.8 0.8 =27 0.2 —-1.7
C7R 285.2 0.5 -29 0.2 =23
cic 278.6 0.5 39 0.1 1.6
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two counts (approximately 0.2°C). If this requirement
is satisfied, the nine-sample averages are computed for
each channel and the data are converted to calibrated
brightness temperatures. This uniformity test is very
similar to that performed for global operational map-
ping of sea surface temperatures (McClain et al., 1985)
and is very effective in detecting nonuniform or partly-
cloudy conditions. Most uniform clouds are associated
with unreasonably low temperature measurements,
which are also rejected. Approximately nine-tenths of
the original data are rejected with these various tests.
It should be noted that the operational sea surface tem-
perature product output which is archived globally
could not be applied here. The NESDIS operational
cloud tests assume noisy data are cloud contaminated
and purges the data of interest in this study.

Remaining after all screening procedures is a 1983
dataset consisting of 31 matchups and a 1982 dataset
comprising 42 matchups. The various MCSST and
CPSST equations [i.e., (8), (9) and (10)] are computed
for each of these datasets. With the real satellite data,
however, we follow the operational procedure of per-
forming a temperature-dependent bias correction to
the algorithm values using an expression derived from
an independent satellite/drifting buoy matchup dataset
(Strong and McClain, 1984). Table 2 summarizes the
error statistics for the 1982 and 1983 datasets. With
the relatively noise-free 1982 data, both types of al-
gorithms provide very similar accuracies. With the 1983
data the situation is quite different. The two split-win-
dow algorithms provide the highest accuracy since they
do not use the noisy 3.7 um data. Further, the CPSST
dual-window and triple-window algorithms result in
considerably less error than the corresponding MCSST
algorithms. Table 3 contains the individual matchups
in the 1983 dataset. Those cases in which the split-
window algorithms provide accurate results while the
dual-window algorithms are in error reflect the presence
of noise in the 3.7 um channel. In these cases the
CPSST dual and triple-window algorithms provide ap-
proximately a 30-35% improvement over the corre-
sponding MCSST algorithms. The dataset itself has a
somewhat limited temperature range, between 5°-
15°C. At higher temperatures the improvement pro-
vided by the CPSST algorithms would tend to be less,
as would the magnitude of the MCSST errors since the
signal-to-noise ratio would be greater. At temperatures
below those present in this dataset, the tendency would
be just the opposite.

In conclusion, a nonlinear, multiple-window algo-
rithm for sea surface temperature has been developed
graphically and justified physically in appendix A. The
nonlinearity is described in terms of gamma parameter,
v, which varies with temperature and total atmospheric
water vapor amount. This is in opposition to the usual
linear algorithms, which are characterized by a constant
gamma parameter. It is surprising that two such dis-
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similar algorithms provide nearly equal accuracies with
both simulation data and real AVHRR data under
noise-free conditions. When the satellite data contain
a significant amount of noise, however, it has been
demonstrated that the nonlinear CPSST algorithms
greatly reduce its effect in all but very hot and humid
atmospheres.
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APPENDIX A

Physical Justification and Derivation of
Nonlinear CPSST Algorithms

Following the formulation of Prabhakara et al., 1974,
the radiative transfer equation can be written as

I(v) = B, TYr(v, P) + B[l — 7(r, P)), (A1)

where B is a weighted mean Planck emission of the
atmosphere, and T, and P, are the surface temperature
and pressure and 7 is the transmittance from the sur-
face. The Planck function, B, can be expanded about
T, using a Taylor series to yield

Tw) = T, + (T — T)(1 — 7), (A2)

where T is a weighted mean atmospheric temperature.
In the 11 to 12 pm region the primary atmospheric
absorber is water vapor and (A2) may be expressed in
terms of the water vapor absorption coefficient, k(v),

TWw) = T, — kWT, — TO)), (A3)

where w is path length of water vapor.
In terms of the wide band spectral split window
channels of the AVHRR, i.e., channels i and j, (A3)

becomes
T' = T - ki i
! s ﬂl] , (A4)
T,= T, =k,
where _
Bi=w(Ts;—T).

The linear algorithm (1) is obtained from (A4) under
the assumption that k; and k; are constant or at least
have the same temperature dependence and that §;
equals §;.

In general §; and 8; vary with each atmosphere and
cannot be obtained from the AVHRR data. We may,
however, define an average 3;(T;) which is independent
of the atmosphere but is a function of the channel-i
brightness temperature. A monochromatic value for
this parameter could be derived by linear regression
using a collection of atmospheric temperature and
moisture radiosonde data in a transmittance model
such as provided by Weinreb et al.,, 1980. However,
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the proper procedure for estimating this parameter for
wide band AVHRR channels is neither obvious nor
necessary to the following development.

With (A4), this parameter defines a climatological
surface temperature

Ty =T + kiBu(T)) (AS)

Since (4) and (AS5) both define the climatological sur-
face temperature in terms of a single-channel, bright-
ness temperature, they may be equated to provide a
temperature dependent absorption coeflicient

ki = (SST; — T)/B«(T)). (A6)

Although the magnitude and temperature dependence
of k; is not specified with (A6), since §; is not given,
the implication is that k; and k; do not have the same
temperature dependence as is assumed in the linear
model. Again, the actual temperature dependence of
k; does not affect the final result. A discussion of the
temperature dependence of the water vapor absorption
coefficients in the 11 to 12 um spectral region is given
in Prabhakara et al., 1974.
Substituting (A6) into (A4) yields

T;= T, — (SST; - mﬁ,-/@(n)] A7
Tj= T, — (SST; — T)B/B(T)]

Making the assumption that 8/8; equals 8;/8;, and
solving the set of linear equations (A7), one obtains (6)
as a solution for 7.

In summary, in contrast to the linear development,
the nonlinear algorithm development does not require
that the absorption coefficients k; and &; have identical
temperature dependencies and it relaxes the require-
ment that §8; equals 8; to a requirement of proportion-
ality.

APPENDIX B

A Regression Procedure for Deriving
the Offset Temperature T¥

We seek to solve for the parameter ¢ which mini-
mizes the error associated with the dual and split win-
dow CPSST algorithms as defined with Eq. (6). The
error is relative to ground truth measurements desig-
nated SST. For the nth comparison the following def-
initions apply:

W,=S8ST - T;

X, =SST; - T;
Y,=SST;— T;+ T; — SST;
Zn = Ti - T:i’

; (BI)
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where i and j are the two AVHRR window channels.
The method of least squares requires ¢ to satisfy

X, 2
Z, +
Y,,+c( 2

>S|\w,— = minimum. (B2)

n

Performing the indicated algebra and then taking the
derivative of the resulting expression with respect to
the parameter ¢ and equating to zero one obtains the
following expression:

2 (Wan Yn - anzn)(Zn - n)

n

. =c Y WXy — XY, - Z,). (B3)

In arriving at (B3), a factor (Y, + ¢)* has been removed
from the denominator of each term. Strictly this re-
moval is only valid if Y, is a constant. In fact, y + ¢
has a weak temperature dependence and is well be-
haved, i.e., does not pass through zero. Therefore the
removal represents a reasonable approximation. When
(B3) is applied to the set of 110 radiosonde profile data
in order to compute ¢, one obtains values of 0.20 and
1.04 for the split and dual window algorithms, respec-
tively, which are in excellent agreement with the values
obtained by trial and error, and applied in (8).
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