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1. Introduction

The SBUV/2 Flight Model #7 (FM#7) instrument is tladest in a series of remote-sensing in-
struments flown by NOAA to monitor stratospheriofde ozone and total column ozone abun-
dances. SSAIl is responsible for providing calilraparameters to NOAA for use in the opera-
tional ozone processing system (OOPS). Prelaualdbration values were developed using data
from the_Specification Compliance and Calibratioat®Book(hereafter_ Data Bogkdelivered

by Ball AerospaceBall Aerospace2004]. SSAI used these data to derive initialp¥écessing
parameters, which were delivered to NOAA on Janudry2005 DeLand et al. 2005]. The
FM#7 instrument was launched on the NOAA-18 sagetin May 20, 2005.

The SBUV/2 FM#7 instrument first collected radiardaga on June 3, 2005 (Julian day 154),
and began making solar irradiance measurementsuo@ 40, 2005. Initial solar irradiance
measurements showed significant wavelength-depemti@mges in the radiometric calibration,
ranging from —2% at 331 nm to —9% at 273 nm. Adddl data gathered during on-orbit Acti-
vation and Evaluation (A&E) phase operations euvaldidhe prelaunch wavelength calibration,
non-linearity, interrange ratio, electronic offsahd goniometric correction results. A memo
presenting recommended calibration changes wasgedetl to NOAA on July 17, 2005. Follow-
ing the implementation of these changes, regularains including solar and other calibration
measurements began August 30, 2005. NOAA/NESDfRiafy began operational ozone
processing on that date. A preliminary time-degehdand wavelength-dependent instrument
characterization was delivered on September 215 200mprove the accuracy of NOAA-18
ozone data during the NOAA/NESDIS transition to renputing systems in fall 2005.

This report is intended to summarize the SBUV/2 FNHstrument status as of the beginning of
operational processing. NOAA-18 inflight data exded here end on September 30, 2005
unless otherwise noted. In general, the NOAA-1®8R calibration presented in this report is
not intended to be completely representative ofinsument status for an indefinite period of
time. SSAI will track instrument performance ormreggular basis. We expect to update the
NOAA-18 instrument characterization in early 20@6d intend to provide further updates at 6-
12 month intervals.
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2. Executive Summary

The body of this report discusses the detailed gmoes used in characterizing the NOAA-18
SBUV/2 instrument and the results obtained. Bsimaries of each major section are pro-
vided below.

Operations. Activation and Evaluation phase tests were cotaglén July 2005. Additional
special tests were conducted in late July and eanlyust. The instrument began its normal
schedule of measurements in late August 2005.

Housekeeping Data. Temperature, voltage, and current data are vedlebed. No grating
drive problems have been observed.

Electronic Offsets. The Range 1 offset value is higher than for presiSBUV/2 instruments,
consistent with prelaunch electronics modificatioiiie noise level is comparable to NOAA-17.
Range 2 and Range 3 anode offset data show verndise levels, as expected. Range 3 cath-
ode noise is comparable to NOAA-17. There is niolence of periodic behavior in Range 3
cathode mode data.

Wavelength Calibration. Prelaunch data taken after thermal vacuum testiragved an abso-
lute offset from the reference wavelength calilorati This offset was adopted for initial on-orbit
processing. A&E phase tests indicated that a reiffieoffset was appropriate for inflight meas-
urements, so a revised wavelength calibration weated.

Goniometric Calibration. The initial goniometric correction derived frontefaunch data
showed errors up to ~1% when it was applied to dit-eplar data. An empirical elevation an-
gle-dependent correction was derived. A wavelemgiendence correction was derived from
inflight position mode data.

Thermal Response. A wavelength-dependent correction for radiomesa@nsitivity changes
based on PMT temperature variations was derivet fpeelaunch calibration data. A separate
correction function was derived for Range 3 cathdaka.

Interrange (Gain) Ratios. IRR;» values show a minimal wavelength dependercde.2%). A
constant IRR, value is recommended for operational processintiight values of IRR; meas-
ured with Range 3 anode data are ~8% lower thaaymmeh data taken in 1995. This decrease is
consistent with radiometric calibration changeseobsd after 1998 electronics modifications to
the FM#7 instrument. A revised constant fRvalue is recommended for operational process-
ing. Range 3 cathode IRRvalues were measured twice during A&E phase desyi and
showed a decrease from the prelaunch estimate lagasven-orbit changes. A time-dependent
characterization of PMT sensitivity change was tigved using early operational data.

Nonlinearity Correction. The prelaunch nonlinearity corrections for alingeanges have mag-
nitudes < 1%. On-orbit data showed an error inRaege 2 correction function at high count
2
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levels (>45,000 counts), reaching +0.8% for the imaxn signals used in ozone processing. A
revised function was derived for operational use.

Diffuser Reflectivity. Initial on-orbit reflectivity values show flucttians of less thar2%
relative to the prelaunch baseline data, but n@egp overall shift. The magnitude of reflectiv-
ity changes caused by mercury lamp polarity switghs smaller than the polarity term observed
for NOAA-14. Discrete and sweep mode data areomdgagreement. No correction for diffuser
reflectivity changes has been made in the anabfsiadiometric calibration changes.

Radiometric Calibration. Sweep mode and discrete mode calibration valgeseato within
0.5% after adjusting for nominal integration tim#etences. Air and vacuum calibration data
differ by +3% at ozone wavelengths. “Day 1” discrete modarsibfadiances at ozone wave-
lengths are lower than predicted by SSBUV-2 dai#) an approximate 5-6% spectral depend-
ence. The CCR solar irradiance value is also Idinen SSBUV. Sweep and discrete calibration
data agree to withit0.5%.

Solar Irradiance. Sweep mode irradiance comparisons with referelate show spectrally de-
pendent differences over a broad region, with aimmim difference of —3% at 360 nm and a
maximum difference of —10% at 190 nm. Additionpéstrally dependent sensitivity decreases
were observed during early on-orbit operations.tg@ssing of water vapor from Mgoated
surfaces on the depolarizer is believed to be respte for this behavior. All irradiance meas-
urements show regular fluctuations of 0.3-0.6% gteaieak, with an approximate period of 8.7
seconds. These variations are induced by pitcleasgillations of the NOAA-18 satellite.

Out-of-Band Response (OOBR) Correction. Prelaunch OOBR correction values were taken
from NOAA-17 results, based on comparisons of FNM#@ FM#7 mercury lamp spectra. On-

orbit measurement results for short wavelength-@% nm) showed that smaller corrections
were appropriate for NOAA-18 data. A modified mshent slit function model was used to

generate OOBR correction coefficients for longevelangths (297-306 nm).

Ozone Validation. Initial ozone processing showed large total ozpae differences (25-30
DU) using the prelaunch radiometric calibration. hél solar flux values with spectrally-
dependent calibration changes determined from bit-areasurements were adopted, the pair
differences were reduced to less than 5 DU. Inibtal ozone comparisons with NOAA-16
show good agreement in both V6 and V8 products.phdile ozone comparisons with NOAA-
16 at the Equator are within 10% at all altitudes] most differences are less than £5%.
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3. Operations

The NOAA-18 satellite was launched on May 20, 20@&y 140). The SBUV/2 FM#7 instru-
ment high voltage power supply (HVPS) was turnedame 4 (day 155), and radiance data were
first collected on June 5. Initial solar irradiandata were not collected until June 20 (day 171)
to allow sufficient time for outgassing. The noaliA&E phase tests were scheduled to last ap-
proximately 25 days following HVPS turn-on. ThetlA&E tests were finished on July 6, 2005,
and revised calibration parameters for ozone peagsvere delivered on July 17, 2005. Fol-
lowing testing by NOAA/NESDIS, the normal opera@bschedule began on August 30, 2005.

Table 3.1 gives the normal operating schedule ©AN-18 SBUV/2. The SBUV/2 instrument
normally makes continuous discrete mode Earth uwegasurements at the 12 ozone wave-
lengths over the daytime portion of the Earth. aBakadiance measurements can only be initi-
ated at the day-night terminator. Daily solar abagons are made in sweep mode over the
wavelength range 160-406 nm, and in discrete modesa the Mg Il absorption line at 280 nm.
Weekly solar observations are made in discrete nabtlee ozone wavelengths, and monthly po-
sition mode solar observations are made for trackie goniometric calibration. Diffuser re-
flectivity measurements using the on-board merdamp calibration system are made every
week on the night side of a selected orbit. Suppl#al electronic offset data are also collected
once per week by closing the calibration lamp dmorthe night side. Range 3 cathode Earth
view measurements are made for four consecutiviessaybce per week.

Some special measurements were made prior to #neastnormal operations. One test on

2005/156 used a special set of three discrete wagtis surrounding the Mg Il absorption line

(repeating the wavelength sequence 4 times withaah @liscrete scan) to gather additional data
about the FM#7 out-of-band response (OOBR) errbhe wavelengths used for this test are
listed in Table 6.4. Position mode data were ctdié at 380 nm on day 155 to provide compari-
son between monochromator and CCR measuremenke a¢fame scene. Two orbits of Earth

view data on August 15 (day 227) were collectechwite solar diffuser deployed to evaluate

how well the diffuser prevents surface light froontaminating the solar measurement.

The NOAA-18 SBUV/2 instrument can collect Rangeaadin either anode mode or cathode
mode. Range 3 anode mode will be used for normmah® observations because the data have
much less noise. However, continuous Range 3 anpdeations do not provide independent
tracking of PMT gain changes (see Section 9). dderiRange 3 cathode operations are there-
fore used to provide data for monitoring the irdage ratio (IRRC), and thus PMT gain
changes. Calibration data and ozone processintyva@f modifications are provided to
NOAA/NESDIS to permit continuous ozone processiagrd) these periods.
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TABLE 3.1
NOAA-18 SBUV/2 Standard Operational Schedule

Frequency Mode View Wavelengths
Continuous | Discrete Earth Ozone [252-340 nm]
Daily Discrete Solar Mg Il [276-284 nmP scans
Daily Sweep Solar 160-406 nnZ, consecutive scans
Weekly Discrete Solar Ozone [252-340 nm]scans
Weekly Sweep Hg lamp Diffuser reflectivitytO scans
Weekly Discrete Lamp (closed) Ozone [electroniselff, 30 minutes
Weekly Discrete Earth Ozone [Rng. 3 cathodékonsecutive orbits
Monthly Position Solar 400, 200 nm [goniometryl]> minutes each
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4. Housekeeping Data

The most fundamental information about the openafistatus of the SBUV/2 instrument comes
from the digital and analog telemetry data, coilety referred to here as “housekeeping” data.
These data consist of voltages, currents, absoéutgeratures, and differential temperatures
measured at various locations on the instrumerm@es are taken every 16 seconds, so that
each daily average value represents the mean abxpmtely 5000 measurements. Figures
4.1a-4.1m show time series of daily average data from thgitBli “A” telemetry channels taken
between June 1, 2005 and September 30, 2005. ¥/ateerecorded at 8-bit resolution and con-
verted to engineering units. Nominal telemetryuesltypically vary over only a small portion of
the overall range, leading to visible steps inagdt and current channels which are in reality ex-
tremely stabled.g.ECAL reference voltage, Figure 4.1 Figures 4.3-4.2 show corresponding
time series for the Digital “B” telemetry channets)d Figures 4&-4.3 show time series of
analog telemetry data. A complete descriptionarfmeters monitored by each telemetry chan-
nel can be found in the SBUV/2 User’'s Gu[@ASC Technologie$986].

In general, the NOAA-18 SBUV/2 instrument has eepbygood health. Most component tem-
peratures, such as the CCR diode (Figur® 4E2MT cathode (Figure 4k and chopper motor
(Figure 4.3), were regularly between 21-Zexcept on June 19-20, 2005. The calibration lamp
heater was accidentally turned off following théfulier decontamination procedure on June 19
(day 170), and was not turned on again until lateJone 20. Most component temperatures
dropped by 2-2C during this period. The calibration lamp tempema decreased by a much lar-
ger amount when the heater was off, from %5 20-25C (Figure 4.1e). The Hg lamp output
was unstable during this cold period, as describedore detail in Section 11. The PMT high
voltage power supply (HVPS, Figure d)lhas been stable between 1007.4 and 1008.2 volts.
Most low voltage power supplies fluctuated by onl¢1% of their average values (Figuresi4.1

f).

An additional indicator of good instrumental heaktthat the NOAA-18 SBUV/2 grating drive
behaved very well. The grating drive positions evdecoded and monitored for every spectral
scan. No grating drive errors were found. Theiggadrive was firmly locked in the designated
grating positions in both discrete mode and sweegan Since no grating drive errors were ob-
served, the statistical charts for the gratingelpwsition errors are not included in this report.
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NOAA-18 SBUV/2 DAILY MEAN HOUSEKEEPING VALUES
SOURCE: DIGITAL "A" SUBCE&H-!&EJ;‘E‘E‘KEE‘E’II‘H(I;‘FI-IANNE[.S (GROUP "A")
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Figure 4.1: Digital A housekeeping valuesa)(Chopper motor current;bY Diffuser motor cur-
rent; €) High voltage power supply.
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Figure 4.1: Digital A housekeeping valuesg)(+15 V sensor; i) —15 V sensor;

tor.

Figure 4.1: Digital A housekeeping valuesj) ¢5 V LED;

lamp current.
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NOAA-18 SBUV/2 DAILY MEAN HOUSEKEEPING VALUES
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Figure 4.1: Digital A housekeeping valuesm) Lamp motor current.
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NOAA-18 SBUV/2 DAILY MEAN HOUSEKEEPING VALUES
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Figure 4.2: Digital B housekeeping valuesj) Differential reference temperature YK) PMT
cathode temperaturel|) Chopper phase error.
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NOAA-18 SBUV/2 DAILY MEAN HOUSEKEEPING VALUES
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Figure 4.3: Analog housekeeping valuesd) High voltage power supply temperature) Dif-
fuser plate temperaturef) Chopper motor temperature.
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Figure 4.3: Analog housekeeping valuesg) Grating motor temperature;h)(Diffuser motor
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NOAA-18 SBUV/2 DAILY MEAN HOUSEKEEPING VALUES
SOURCE: ANALOG ‘I‘EITEMETRY HOUSEKEEPING CHANNELS

Bestwimetcr o, deg © (Ch 10)

- m.ﬁww‘
= o e
x
- x
- S e e g MR E:
0 T E m
Caliheation Lasnp Power Supply Temgp, deg. € (Ch 11}
= - o
= ol L X snany o s
= . x "
= e R B ]
= o W R Syt e
E- =
E- H
Dilfuser Rastiator Teimp,. deg. C (Ch. 12)
E- =
nE =
Eane! R el
P = ety somad” =
- e, E
..........................................................................
s n s = 530 T o

Figure 4.3: Analog housekeeping valuesj) Electrometer temperaturek) (Calibration lamp
power supply temperaturel) Diffuser radiator temperature.
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Figure 4.3: Analog housekeeping valuesm)(ELM temperature; n) Low voltage power sup-
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13



SSAI-2015-180-MD-2005-02
NOAA-18 SBUV/2 DAILY MEAN HOUSEKEEPING VALUES
IRCE: AN 1S G C

Figure 4.3: Analog housekeeping valueg) 8 V main power.

14



SSAI-2015-180-MD-2005-02
5. Electronic Offsets

During times when the input signal to the SBUV/&trament is very weale(g. night side of the
orbit), normal electronic fluctuations could causmunter underflows that could confuse the
ozone processing algorithm. This situation is dediby setting the digital counters to a small
positive bias prior to the start of sample inteigrag. These bias values are called the electronic
offset. For previous SBUV/2 instruments, a nomwalle of 64 counts was set for all PMT gain
ranges and the CCR. The Range 1 offset value meaisased to approximately 113 counts for
the FM#7 instrument because of increased noisdslév80 counts standard deviation) observed
in prelaunch testing, so that as-3luctuation in a dark scene measurement would weld a
positive count signal. The electronic offsets arenitored during normal operations to track
spectral and temporal variations. During the A8liage, SBUV/2 electronic offset data are ex-
amined for contamination from external sources p@ral variations, and spectral dependence.

5.1. Measurement Criteria and South Atlantic Anomay

Selection of appropriate discrete Earth view measents for electronic offset calculations re-
quires consideration of weak radiance sources sischear-terminator airglow and reflected
moonlight, particularly for Range 1 data. For thmalysis, only data with solar zenith angles
120 are accepted, and the measurement date is reduaitesl within+6 days of a new moon.
These criteria reject data potentially contaminadigdackscattered solar and lunar signals, re-
spectively.

The SBUV/2 instrument has a light chopper and pladeamplifier to minimize the electronic
noise and bias. The chopper wheel is designednmve biases from charged particles in the
South Atlantic Anomaly (SAA) region, roughly defohdy 30N to 60°S latitude and 6T to
18C°W longitude. Figure 5.1 shows Range 1 offset flmt@ach channel measured in 5 day pe-
riods around new moon dates from July 31 to Sepeer®p2005, plotted as a function of latitude
in 2° bins. The increased offset values for Channell&tiudes poleward of 5% are believed

to represent auroral emissions from the O | lin2%t.23 nm, which can also be observed at lati-
tudes greater than 99 in Northern Hemisphere winter. The smallest déd deviations are
seen between 0-8R. The increased standard deviation values cahtrabout 2t65 are due to
noise associated with the SAA. When the SAA regsaxcluded from the analysis, the stan-
dard deviations at 28 become comparable to the values in the Northemisphere (Figure
5.2). Meanwhile, the average offset around@€emains at the same level, indicating that the
chopper is functioning properly.

Significant signal increases are observed at CH&h(®97 nm) in a narrow latitude band around
55°S within selected longitude 7B to 160E (Figure 5.2), possibly due to crossing a bright
segment of the auroral oval ring. Similar behawth progressively weaker amplitude is ob-
served at Channels 9, 7, 2, and 3. The aurorglgignature at 297.5 nm is greatly reduced in
the full data set (Figure 5.1) due to the increasember of samples. For the NOAA-9, NOAA-
11, and NOAA-14 SBUV/2 instruments, the averagébthannels, excluding Channel 6 due to
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potential contamination, was used for the Rangéskbcalibrations. Since the identification of
significant Range 1 offset drift in NOAA-16 SBUV(peration, night side earth view measure-
ments at 252 nm (Channel 1) have been used fdRdhge 1 offset correction. This wavelength
is not affected by either auroral emission or luc@mntamination, and thus average offset values
can be calculated every day. Including the SAAaegn the Channel 1 offset calculations in-
creases the average value by only 0.28 count @tahdard error 3-4 counts). Night side offset
data are also collected with the Hg lamp door adse one orbit per week to provide measure-
ments where no source is present. The top paneigure 5.3 shows the daily average of the
Range 1 offset measurements at 252 nm, where d@sn@present measurements with the in-
strument door closed and long ticks on the date emdicate new moon days. The Earth view
measurements at 252 nm are not affected by luglatr dind are in good agreement with the door-
closed measurements. The daily average standardtida is approximately 32 counts. This
large Range 1 noise level was also found with thit6- instrument on NOAA-17, which also
had a notch filter added prior to launch.

5.2. Time Dependence

Time series plots of the daily average offset valaund new moon days for Range 1, Range 2,
Range 3 anode, and CCR data are shown in Figu#asd5. Only data for Channel 12 (339.9
nm) are presented as examples. No time depencrt of the Range 1 daily averages is ob-
served. Day-to-day variations are considered tstatstical fluctuations, since they do not ex-
ceed the daily average Zalue. Therefore, a constant Range 1 offsetasmenended. An av-
erage of all Channel 1 daily averages is 114.2&isowith a standard error of 0.20 counts. This
result is consistent with the prelaunch estimaes@nted irbeLand et al[2005], where the un-
certainty represented the standard deviation freemaging multiple test results. The combined
average of the 252 nm daily Range 1 offset valsdisted in Table 1, where the standard error is
approximately 0.2 counts. Noise levels for RangB@&hge 3 anode, and CCR data are very low
(note the change of scale in Figuresbsd), with standard deviations of 0.8 counts for tladyd
averages. All offsets listed here are time-indelean

5.3. Spectral Dependence

Figures 5.5-5.8 show the spectral dependence obdeaity averaged electronic offset values
around new moon days for each gain range and thHe. C&s discussed in Section 5.1, many
long wavelength channels in Range 1 are suscepbbftesonant or fluorescent scattered light
from atmosphere constituents such as @af@ N. Therefore, only Channel 1 data were used
to derive the Range 1 offset. The spectral vameatiof Range 2, Range 3 and CCR offset values
are less than 0.2 counts, and are negligible. Daia all 12 channels are therefore averaged to
derive these offset values.

5.4. Sweep Mode

In the sweep mode, the electronic offsets are &fyicalculated from discrete values, using the
relationship
xsweep = (Xdiscrete— Xnominabllz-5 + Xmminal
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To adjust for the difference in signal integratiime. X,ominal IS @ Nominal value preset for the
offset in each output range. Before NOAA-18,0mna Was always 64 for all output ranges.
Since NOAA-18 has the Range 1 offset value in discmode adjusted to 113.41,0X%inal fOr
Range 1 must be increased accordingly. We exaniimedweep mode offset with door-closed
data taken on June 4-5, 2005. Only Range 1 oftseisbe examined because the SBUV/2 in-
strument automatically selects the gain rangevi@ep mode data. Using global average counts
over 160-175 nm, where the terrestrial radianadss very low, we derived a Range 1 offset of
113.69 counts. The discrete mode offset averagibese two days, also with door closed, was
113.22 counts. Therefore, it is sufficiently a@aterto assign xminal for Range 1 equal to
113.41, the same value as in the prelaunch Radfset.

The door-closed sweep mode measurements can beouskeelck if FM#7 has any light leak. In
the short wavelength region 160-175 nm, the resicmants after applying the sweep mode off-
set correction were effectively zero at all solanith angles (SZA), as shown in Figuregb. At
392-406 nm, the average residual signal was e¥kgtizero for samples taken at and SZA >
11, as shown in Figure 59 On the dayside, when the terrestrial signaleig/\high, a mini-
mal increase of ~1.8 counts at SZA < 4@as observed. Typical Earth view signals aretgrea
than 2000 counts Range 3 at these wavelengthsadendzenith angles, so that the magnitude of
the contamination is less than®0

5.5. Range 3 Cathode Data

The first day of NOAA-18 SBUV/2 operations follovgrihe high voltage turn-on on June 3 (day

154) used Range 3 cathode output mode with thérasibbn lamp door closed. Range 1 and

Range 2 offset values measured during this test@rsistent with the results derived in Section

5.3 during Range 3 anode measurements. Figuresbdfs the Range 3 cathode mode offset
values for all channels derived from night sideadall channels have approximately the same
noise level (5.0 counts standard deviation). Tafpahannel-to-channel variations are approxi-

mately 0.1 counts. There is no evidence of requédtierns in timing or spectral location, such as
the regular 8-second variation observed in NOAAREge 3 cathode data. Since channel-to-
channel fluctuations are within the statistical emainty, an average of all 12 channels to create
the Range 3 cathode offset value is recommenddil VBlue is also listed in Table 5.1. Later

Range 3 cathode measurements include full day eesfaine 8 and July 5, and four orbits once
per week beginning September 8. Analysis of tluega indicates no significant change during

the first four months of operation, as shown inuFey5.11.
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Electronic Offset Values in Discrete Mode

Range Inflight (A&E) Prelaunch
1 114.28+0.20) 113.41£1.61)
2 63.94+0.01) 63.93(0.11)
3 (anode 63.9(0+0.01) 63.87£0.27)
3 (cathode) 63.95+0.03) 63.79£0.49)
CCR 63.94+0.00) 63.93£0.09)

* All values are in counts Uncertainties for inflight data represent standaar-
ror values.

TABLE 5.2
Electronic Offset Values in Sweep Mode

>(sweep = (Xdiscrete— XnominaD/lz-5 + X}ominal

Range >(nominal

1 113.41
2 64
3 (anodg 64
3 (cathode) 64
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Figure 5.1: Range 1 offset: Latitude dependence.

NOAA-18 SBUV/2 Range-1 Offset (Around New Moon Days 212-251,2005)

CILD avgel1 797 wdvw 372 CH-3 avgel 174D sndun 1,79

: 8 B 8 BB
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2 & E 5 8 ¥

Latitude (degrees)Excluding South Atlantic Region

Figure 5.2: Range 1 offset: Latitude dependence (excludmglSAtlantic Anomaly).
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Figure 5.3: Range 1 offset data at 252 nna&) Daily average; ki) Standard deviation.

Figure 5.4: (a) Daily average Range 1 offset data (new moon #{aig¥ Daily average Range 2
offset data (new moon dates).
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Figure 5.4: (c) Daily average Range 3 anode offset data (new ndades); @) Daily average
CCR offset data (new moon dates).

Figure 5.5: Spectral dependence of Range 1 offset, June18bpte2005.
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Figure 5.6: Spectral dependence of Range 2 offset, June+18bpte2005.

Figure 5.7: Spectral dependence of Range 3 anode offset; Sejiember 2005.

22



SSAI-2015-180-MD-2005-02

Figure 5.8: Spectral dependence of CCR offset, June-Septeiioér.

Figure 5.9: Sweep mode Range 1 offset solar zenith angle for 2005 day 19Qop) 392-406
nm; (@ottom) 160-175 nm.
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Figure 5.10: Spectral dependence of Range 3 cathode offsg®, @fys 241-242.

Figure 5.11: Time series of Range 3 cathode offset data.
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6. Wavelength Calibration

The prelaunch wavelength calibrations were perfarrae Ball Aerospace in November 1995
with four hollow cathode discharge tubes (Pt-Ne;N#n Mg-Ne and Cr-Cu-Ne) and a low pres-
sure mercury arc lamp. An integration spherepilhated by each lamp, provided a depolarized
uniform spectral source. A reliable wavelengthlration must be performed with narrow spec-
tral lines that are well understood and with uniiatoverage of the full spectral range. A total
of 10 spectral lines, 7 from the hollow cathodechasge tubes and 3 from the mercury lamp,
were used to derive the wavelength calibration.e BBUV/2 instrument also has an on-board
wavelength calibration system to monitor the wangth stability, which uses a mercury lamp.
The on-board system is generally considered toigeoless usable spectral lines and less uni-
form illumination than the laboratory system. Besaof the variety and stability of the spectral
sources in the laboratory, we would expect thegoueth wavelength calibration to be more reli-
able than the on-board wavelength calibration. Eh&tionship between instrument grating po-
sition and wavelength is defined by Equation 6.here A, A;, and A represent the Ebert coef-
ficients.

| = Ao* sin(A*(A +GPOS)) 6.1]

There were 113 wavelength calibration measurentakén with the primary encoder during the
8 years before launch that can be used to evatbatstability of the FM#7 wavelength scale.
Most of these measurements were taken during tinsemf other calibration tests, and therefore
only the major Hg emission lines at 185.0, 253nd 404.7 nm were tracked. The most signifi-
cant early event was a shift of approximately -€p sturing initial vibration tests in August 1996
(Figure 4.2-7, Vol. 2 [Data Bogk Subsequent shifts are typically+8.5 step, and there is also
a variation between test fixtures. During radiameetalibration tests in 2003, the observed shift
in line positions was approximately —1.4 steps.l Barospace incorporated this change by re-
vising the value of the AEbert coefficient (A, = +1.4 steps). Since this was the last wave-
length calibration measurement prior to launchs¢hmodified Ebert coefficients were recom-
mended for NOAA-18 SBUV/2 initial on-orbit operati® by DeLand et al.[2005]. Sections
6.1-6.4 discuss inflight measurements used to ataltnis calibration.

6.1. Sweep Mode

Extensive onboard wavelength calibrations in swaepe were performed during the first four
months in orbit. The sweep mode wavelength cdlimasequence performs 10 scans over the
wavelength range 160-406 nm. The first 4 scansraiffuser view, followed by 2 scans in
lamp view, 2 scans in diffuser view and 2 scan&mp view (see Figure 11.2). Sweep mode
signal levels from diffuser view measurements arerders of magnitude weaker in intensity
than from lamp view measurements. The Hg lampaisming up and stabilizing during scans 1-
4, and scan 10 is occasionally contaminated byduattered light near the terminator, so scans
5-9 are typically used for wavelength calibratioim. sweep mode, each data sample represents
two consecutive steps of the grating drive, so tiataverage grating position during signal inte-
gration is approximately 0.5 steps less than tlagirgy position at the end of the signal integra-
25
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tion (when discrete mode grating position valuesabotained). Thus, we expect the sweep mode
wavelength calibration to be shifted by 0.5 steB®OQS) in comparison with discrete mode
measurements for the same wavelength. In addgwaep mode grating position values are re-
corded only for every tenth sample, requiring iptéation to assign GPOS values to intervening
samples. As noted in Section 4, no grating drikrere have been observed for NOAA-18
SBUV/2.

All data were processed with the corrections derive this report for offset, thermal drift,
nonlinearity and gain ratios, and converted to egjent Range 3 counts. Figure 6.1 shows an
example of the observed sweep mode line profile8&t0 nm. The centroid of the line profile is
defined as the intensity-weighted average gratiogitipn over 16 or 17 samples around the
peak, depending on how the line is centered wipeet to the sampled grating positions. In the
prelaunch analysis, the sample with maximum intgnsas defined as the center of the line pro-
file and 15 points around the center were takentferaverage. When we simulated the pre-
launch calculation algorithm using inflight dathetresults of the two algorithms agreed to better
than 0.05 GPOS. Even though the grating positibh the intensity maximum in a spectral scan
is often not the center of the line profile, thadin the centroid calculation can be negligibly
small as long as the background is negligible ingdatib the line peak intensity and the full line
profile (32 or more grating steps) is covered far dverage. We also determined line center po-
sitions using linear regression fits to 4 data ion each side of the profile. Two or three
points near the peak are excluded from the fitsngce they deviate from an ideal triangle
model.

The centroids of the primary Hg lamp lines wereyvaiable during the first four months of in-
flight measurements. Figures 6.2-6.4 show timehysplots of the sweep mode line center po-
sitions from lamp view measurements derived udiegdentroid method () and linear regres-
sion method (). The linear regression is more sensitive to enaisring the line profile scan,
which resulted in an 0.2 step increase in peaktipasior the 185 nm line in September 2005
(Figure 6.2). Note that the brighter lines at Z58nd 404.8 nm (Figures 6.3, 6.4) do not show
this change. Table 6.1 lists the differences betwbe centroid and regression peak positions
for the six strongest emission lines. The restdisulated with the two methods typically agree
to within £0.1 steps. Since there is no noticealpiié, averages of all measurements will be used
for the wavelength calibration in orbit.

The sweep mode centroid values from prelaunch tediovember 1995 (corrected for air-to-
vacuum wavelength changes) and the reference wegtblealibration values are also shown in
Figures 6.2-6.4. We identified an error in Tablg-2, Vol. 2 [Data Book The average cen-
troids in laboratory tests 12-19 in July 1996 weonenputed and compared with the values listed
in Table 4.1-2. We found a difference of —2.56pstfor the 184.9 nm line, compared to much
smaller differences of —0.277 steps for the 253n7line and —0.269 steps for the 404.8 nm line.
Therefore, we revised the reference value at 18 Qising the average centroid from tests 12-
19, with a correction of —0.272 steps for drift atifferences in the spectral sources. The results
of this comparison yielded a shift of +0.88(08) steps for centroids derived from on-orbitadat
relative to the recommended prelaunch wavelendtbration.
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6.2. 4-step Discrete Mode

At the end of each sweep mode wavelength calibratemuence, a series of lamp view discrete
mode scans over the 253.7 nm line are executel,tigt grating drive moving 4 steps between
samples. Figure 6.5 shows an example of the gpdicte profiles measured on September 7,
2005. The centroid was calculated as the intenggtighted average grating position using 11
samples around the peak from GPOS = 443 to GPC& = Wclusion of the sample at GPOS =
439 would shift the calculated centroid BPOS = —-0.03. The peak position also can be char-
acterized by fitting two straight lines to 3 datargs on each side of the peak, respectively. The
peak grating position derived using this methodn/ about 0.01 GPOS smaller than the cen-
troid calculation result.

Figure 6.6 shows a time series of the 4-step diser®de measurement results during the first
four months in orbit. The error bar in each measwnt is the standard deviation of 9 scans,
which is substantially smaller than the day-to-#tlagiations. A small dip of —0.2 steps on June
20, 2005, was correlated with the accidental shwitdof the calibration lamp heater. Excluding

this point on June 20 and the day after, the dadatpovariation is less than 0.02 GPOS. Thus,
the wavelength scale is very stable during the finsr months.

6.3. 2-step Discrete Mode

The mercury lamp spectral lines listed in Table Were also measured in the 2-step discrete
mode for wavelength calibration. Each calibras@guence had about 60 scans grouped in both
lamp view and diffuser view. Each spectral linefije was scanned with a 2-step grating posi-
tion increment and a total of 12 points around ghek. Details of the discrete calibration se-
guence are illustrated in Figure 11.7. About 2nhsowere selected from each viewing condition
after the lamp warmup period.

The spectral coverage of the 2-step discrete ssamgt sufficient to use the intensity-weighted
method to calculate the line center position. €fae, the line peak position is estimated using
two straight lines fitted respectively to 4 datanp® on the 2 sides of the line profile. Figuré@ 6.
show an example of the measured spectral linelesofiAs with the sweep mode analysis, the
centermost samples are excluded from the regrefigonThe third column of Table 6.2 lists the
derived centroids that are equal to the fitted peaditions plus the difference between the cen-
troid and the fitted peak position in the sweep enod

The second column of Table 6.2 lists prelaunchroehtalues from position mode data taken in
November 1995, adjusted for the 2003 calibratioift $hA, = +1.4 steps) and air-to-vacuum
wavelength differences. The average centroid sfoft the on-orbit measurements is
+0.94¢0.12) steps, consistent with the sweep mode refalts Section 6.1. We therefore rec-
ommend a further wavelength calibration adjustnzéntA, = —0.9 steps for NOAA-18 inflight
operations. The revised Ebert coefficients fociite and sweep mode measurements are listed
in Table 6.3. The exact wavelengths calculatethftbese coefficients for ozone, Mg Il solar,
and Mg Il OOBR measurements are listed in Table 6.4

27



SSAI-2015-180-MD-2005-02
6.4. Validation of Inflight Ebert Coefficients

The orbital measurements of the onboard Hg lamptsgdines can also be used to derive the
wavelength calibration. The centroids in both gwaed discrete modes are separately fit using
the following equation, which is inverted from E¢oa 6.1:

GPOS=arcsi{//a,)/a, - a, [6.2]

A nonlinear regression procedure, CURVEFIT in tBé& lprogram library, is used for calcula-
tion of the line center grating position. Eachteeid or the peak position of the six mercury
lines is weighted according to its standard deorati

In order to evaluate the collective effect of thifedences between Ebert coefficient values, we
calculated reference wavelengths for all four sétsoefficients (discrete and sweep, prelaunch
and inflight), using the line center positions ated during inflight wavelength calibrations.
The prelaunch Ebert coefficients in November 19%enadjusted by a net change &, =
+0.5 steps to reflect inflight results. Figure 6l8ows differences between the calculated and
reference wavelengths for sweep mode coefficieMsst residual differences at®.02 nm or
less, corresponding to a grating position offsed.@8 steps. The largest residual is 0.055 nm (=
—0.72 steps) for the 185 nm line with the adjugieglaunch Ebert coefficients. If this value is
excluded, the average residual based on the adjps&taunch coefficients is 0.007 nm. Dis-
crete mode results are shown in Figure 6.9, andamnesimilar to the sweep mode results. The
largest residual value is +0.023 nm at the 185ine bnd the average residual value excluding
this case is only —0.006 nm.

6.5. Wavelength Scale Comparison Between Lamp Vieand Diffuser View

We examined any differences in the wavelength catiln between lamp view and diffuser
view data. The Hg lamp centroids derived fronséheperational modes are listed in Table 6.5
and Table 6.6. Most of the results are in excelsgreement. The maximum observed differ-
ences are —0.17 steps at 185.0 nm in sweep mode;Ga24 steps at 253.7 nm in discrete mode.
We do not make any wavelength calibration correctay the choice of mercury lamp position.

6.6. Instrument Bandpass

The width of the instrument slit function is reqadrin the SBUV/2 forward model calculation
for ozone processing. Slit function widths areedeiined for each spectral line during the pre-
launch wavelength calibration. The full width dfet bandpass at half maximum intensity
(FWHM) is derived from linear interpolation of measments. Table 6.7 lists the results as re-
ported in Table 4.1-7, Vol. 2 [Data Bdokvhich were used to calculate a prelaunch barglpas
value inDeLand et al[2005]. We derived the slit function width fromflight sweep mode data
for the Hg lamp lines, and obtained the resultedisn Table 6.8. The wings of the line profile
were interpolated and subtracted from the lineilgrofin the FWHM calculation, the peak inten-
sity is defined as the maximum of the cubic spimerpolated profile, and the half maximum is
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then determined from fitted straight lines on esitle of the spectral line profile. Also listed in
the same table are the bottom widths of fittechgias. The FWHM values in lamp view, which
have better signal-to-noise ratios than in diffugiew, show a monotonic decrease as wave-
length increases. The on-orbit bandpass valu@slie 6.8 are larger than the prelaunch values
at 185.0, 253.7 and 404.7 nm with the same setgoliahhp lines. It is possible that the optical
alignment changed slightly since the reference oreasents in 1995. The differences may also
come from analysis method differences in definimg $pectral background and peak and other
calibration issues. At other middle range wavelksgthe prelaunch FWHM values which used
the hollow cathode discharge lamps are considedabfyer than the inflight data. We recom-
mend using the average of inflight lamp view FWHMIues (= 1.133 nm) for NOAA-18
SBUV/2 operational ozone processing.
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TABLE 6.1
Sweep Mode Hg Lamp Line Centers: Inflight
Wavelength| Line Position* | |ine Position | Difference | Line Position | Difference
[nm] E’Cfeer'ﬁruow Inflight inflt.-pre. Inflight Inflight
[centroid] [centroid] [regression] [cent. —reg.]

184.950 1371.41 1372.16 0.75 1372.22 —-0.06
253.733 463.16 464.07 0.91 464.03 0.04
289.449 Y -17.92 Y -17.99 0.07
296.819 E -118.25 Y -118.36 0.12
334.249 Ya —-634.35 Yy —634.46 0.11
404.776 —-1640.98 -1640.17 0.81 —-1639.95 —-0.22

* The centroids are based on the recommended poflasavelength calibration, where the centroids reiteed
in the November 1995 reference calibration ardesthiby —1.4 steps, then corrected for vacuum waggteshifts.

TABLE 6.2
2-step Discrete Mode Hg Lamp Line Centers: Infligh
Wavelength Line Position* Line Position** Difference
[nm] [prelaunch, centroid] | [inflight, centroid] [inflt. — pre.]
184.95 1370.85 1371.699 0.85
253.73 462.57 463.649 1.08
289.44 Y -18.195 Y,
296.81 Y, -118.544 Ya
334.24 Y —634.636 Ya
404.77 —-1641.64 —1640.734 0.90

* The centroids are based on the recommended poflasavelength calibration, where the centroidemheined
in the November 1995 reference calibration araesthiby —1.4 steps, then corrected for vacuum wagéheshifts.
** The inflight centroid is equal to the peak pagitcorrected for the difference between centrodl geak position

in sweep mode.

TABLE 6.3
Ebert Coefficients for Wavelength Calibration
Coefficient Prelaunch Inflight
Discrete Sweep Discrete Sweep
Ao 820.067 820.067 820.067 820.067
A, —9.58370810° | -9.58271810° | —9.58370810° | —9.58271810°
A, —3744.76 —3745.73 —3745.66 —-3746.63
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Recommended Operational and Test Grating Positionand Wavelengths
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Channel | OZONE | Calculated Mg Il Calculated Mg Il Calculated
Grating | Wavelength| Solar | Wavelengthf OOBR Wavelength
Position [nm] Grating [nm] Grating [nm]
Position Position
1 486 252.039 152 276.885 150 277.033
2 195 273.702 150 277.033 110 279.990
3 67 283.164 134 278.217 68 283.090
4 5 287.732 126 278.808 150 277.033
5 —58 292.364 112 279.842 110 279.990
6 -130 297.643 110 279.990 68 283.090
7 -190 302.032 108 280.138 150 277.033
8 —243 305.901 98 280.876 110 279.990
9 -336 312.671 92 281.319 68 283.090
10 —404 317.604 84 281.910 150 277.033
11 -594 331.318 68 283.090 110 279.990
12 —714 339.923 66 283.238 68 283.090
CCR EZ 378.62 Yy 378.62 Y 378.62
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TABLE 6.5
Lamp View vs.Diffuser View: Discrete Mode

SSAI-2015-180-MD-2005-02

Reference Lamp View Diffuser View Difference
Wavelengthinm] Peak Peak [steps]
184.950 1371.76£0.01) | 1371.6H0.02) —0.15£0.02)
253.728 463.61¢0.01) 463.85£0.02) 0.24£0.02)
289.444 —18.27£0.02) —18.19¢0.23) 0.08£0.23)
296.814 —118.65£0.01) | —118.6(0.03) 0.05£0.03)
334.244 —-634.75£0.02) —-634.6£0.14) 0.10£0.14)
404.770 —1640.51£0.02) | —1640.64{0.02) —0.13£0.03)

TABLE 6.6
Lamp View vs.Diffuser View: Sweep Mode
Reference Lamp View Diffuser View Difference
Wavelengthinm] Centroids Centroids [steps]

184.950 1372.16£0.05) | 1371.9%0.06) —0.17£0.08)
253.728 464.07¢0.04) 463.96£0.04) —0.11£0.06)
289.444 —17.92£0.04) —18.06£0.8) —0.14£0.80)
296.814 —118.25£0.05 —118.2€0.05) 0.05£0.07)
334.244 —634.35¢0.05) | —634.240.31) 0.11£0.31)
404.770 —1640.17£0.04) | —1640.1440.05) 0.03£0.06)
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Spectral Resolution in Discrete Mode

TABLE 6.7

SSAI-2015-180-MD-2005-02

Based on Prelaunch Wavelength Calibration

Wavelengthinm] FWHM [nm]
184.900 1.14
253.666 1.04
285.228 1.18
299.812 1.17
306.487 1.16
307.606 1.24
324.771 1.15
327.413 1.15
404.676 1.09
average 1.147(x0.056)

TABLE 6.8

Spectral Resolution in Sweep Mode Based on A&E Test

Wavelength Lamp View Diffuser View
[nm] Triangle [nm] FWHM [nm] Triangle [nm] FWHM [nm]
184.950 | 2.1852¢0.0088) | 1.184440.0041)| 2.1833{0.0066)| 1.175%0.0035)
253.733 | 2.1401£0.0014)| 1.1420.0047)| 2.17150.0081)| 1.1474{0.0056)
289.444 | 2.1183£0.0062)| 1.12120.0054)| 2.1818{0.0830)| 1.09172{0.0369)
296.814 | 2.1264£0.0019)| 1.1185{0.0017)| 2.1256{0.0086)| 1.1202{0.0056)
334.244 | 2.1045¢0.0043)| 1.1187%0.0029)| 2.2324{0.4451)| 1.1123{0.0559)
404.776 | 2.0534£0.0045)| 1.1125(0.0037)| 2.0483{0.0058)| 1.1134{0.0029)
Average | 2.12640.0433)| 1.1329+0.0272)| 2.157#0.0632)| 1.1267%{0.0299)
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Figure 6.1: Mercury lamp sweep mode line profile at 185.0 nm.

Figure 6.2: Sweep mode line center time dependence at 185.0 n
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Figure 6.3: Sweep mode line center time dependence at 253.7 n

Figure 6.4: Sweep mode line center time dependence at 404.8 n
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Figure 6.5: Discrete mode line profile at 253.7 nm (4-stemsing).

Figure 6.6: Discrete mode (4-step sampling) line center til@pendence at 253.7 nm.
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Figure 6.7: Discrete mode line profile at 185.0 nm (2-stemsing).

Figure 6.8: Calculated Hg line positions: Sweep mode Ebaetfients.
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Figure 6.9: Calculated Hg line positions: Discrete mode Ebeefficients.
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7. Goniometric Calibration

7.1. Prelaunch Characterization

The SBUV/2 instrument views the Sun using a reiftgctiffuser plate to direct solar illumina-
tion into the nadir-viewing aperture and fill thelél of view. Solar measurements are made at
high incidence angles on the diffusgry 55-8C0). The diffuser has an approximately Lamber-
tian (coq) response, so that the observed signal from a@ainsource varies by a factor of 2.0-
3.0 during a typical inflight measurement sequenBall Aerospace performs prelaunch labora-
tory calibrations to characterize this goniometesponse as a function of elevation anglg [
and azimuth angléb]. Data are taken on a regular grida(= 2°, Db = 5°), then normalized to a
reference orientation & = O°, bi,st = 34°. These values are chosen because they are gestlo
measurement positions to the angles used for radrancalibration measurements. Goniomet-
ric measurements are made at two wavelengths @¥4nm) using a mercury lamp, and at four
wavelengths (270, 300, 350, 406 nm) using a FElplan example of the raw FEL data at 350
nm is shown in Figure 7.1, where the data are aspkas the inverse of the measured response
to illustrate the correction needed for solar iraade processing. Aogj variation was removed
before plotting the data. The measurement angies been converted to spacecraft-centered
coordinates for convenience, whdxgc = binst + brer, andbyes = 26.04. Deland et al[2005]
presented the derivation of the prelaunch goniameutrrection function g(a,b) for the FM#7
instrument. The coefficients for this fit are &idtin Table 7.1.

7.2.  On-Orbit Validation

On-orbit measurements showed a residual elevaterttent error after applying the prelaunch
goniometric correction, reaching a magnitude of -dt% = 20°. An example of this error is
shown in Figure 7.2nfiddle panél A linear correction function was derived byifiy the CCR
data from all position solar tests (see Sectior) &Rkl averaging the fit coefficients (Equation
7.5). The correction coefficients for operatiodata are listed in Table 7.2. Because the A&E
measurements only cover a short period of timenathi-dependent errors could not be evalu-
ated yet. The NOAA-18 satellite is expected toehawstable orbit, with less than 30 minutes to-
tal drift in Equator-crossing time during the fityears of operations. Thus, refinements to the
prelaunch goniometric correction should remainds&dr many years to come.

7.3.  Wavelength Dependence

Position mode solar irradiance measurements aentaker a wide range of wavelengths during
A&E activities. Figure 7.3 shows the observed d#t839.9 nm, processed with the prelaunch
goniometric correction and normalizedaat 1.5°. After applying the elevation-dependent cor-
rection of Equation 7.5 to all position mode datajgnificant wavelength-dependent variation is
observed. Figure 7.4 shows elevation angle-deperahidts ata = 20° of +0.2% at 400 nmti(-
angle, +1.2 at 299.9 nmakterisk, +2.5% at 252.0 nnd{amond, and +7% at 195.0 nnerEs9.
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Because the position mode data are taken durirdgtively short period of time, there is very
little variation in azimuth angle among the meamegpts. We therefore derived a correction for
goniometric wavelength dependence as a functioh afd incidence anglg, where the inci-
dence angle is calculated from the spacecraft-oeshtelevation and azimuth. For previous
SBUV/2 instruments, the wavelength-dependent cbaeavas parameterized with a Taylor se-
ries expansion ih andg. However, expansions up t& ®rder did not yield adequately small
residuals when compared with the FM#7 data. Weetbee calculated linear fits to the mono-
chromator/CCR ratio at each position mode wavelemngtcharacterize the incidence angle de-
pendence, then fit the slope and Y-intercept coieffits with 4' order functions (Tables 7.3 and
7.4). These functions accurately track the indigidvalues, as shown in Figures 7.5 and 7.6.
The final form of the wavelength-dependent gonioioetorrection is given in Equation 7.6.
The accuracy of the combined corrections is showthb monochromator sweep scan ratio in
the top panel of Figure 7.7, showing scan-to-seHerdnces less than 1% down to 170 nm.
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Standard Goniometry Fit Coefficients
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Coefficient Term Value
Cy Ya 3.82539e+00
C, a —2.23533e-03
Cs b —9.28729¢e-02
Cs a’ 1.40158e-04
Cs ab —5.34266e-04
Co b? 8.12729e-04
C; a’ —1.16810e-05
Cs a’b —2.77685e-05
Co ab? 2.04199e-05
Cio b® —1.67272e-06
Cu a’ 1.57725e-07
Ci2 a’b 1.36089e-08
Ci3 a’b? 2.36358e-07
Cus ab® —1.72822e-07
Cis b* 1.48272e-08

TABLE 7.2
Goniometric Elevation Correction Coefficients

Coefficient Term Value
= Ya 1.0014E+00
F a —6.889E-04

TABLE 7.3
Wavelength-Dependent Goniometric Correction:Y-Intercept

Coefficient Term Value
D Ya 1.0032E+00
D, | —3.5201E-04
Ds | 2 2.7830E-06
D4 |3 —7.6441E-09
Ds | 4 7.0778E-12
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TABLE 7.4
Wavelength-Dependent Goniometric Correction: Slope
Coefficient Term Value
= Y 8.0942E-02
E> | -9.3602E-04
Es | 2 4.1471E-06
Es |3 —8.2442E-09
Es |4 6.1627E-12

Geord@,b,0,l ) = [Git(a,b) * Gromf@rer, brer) * S1(a)] /[ Gwal sl )* Gelel@) ]
aref = 1.544 bref = 59.792

Git(a,b) = G + ca + ab + ¢a’ + cab + gb? + ca® + a’b + wab? + ch® +
clla4 + 012a3b + C]_g,c’ilzb2 + C;|_4c’51b3 + C15b4

1

Grom(@ret s Drer) =
norm( ref f ) Gfit (a ref 1 bref) * Sl(a ref )

Si(@) = cos(53)/cos(53+a)
Ge|ev(a) = f1+f2a
Gwalgl) = d() +el)*q

dl)=ch+ bl + sl 2+l 3+l *
el)=e+el +el’+el+el?
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Figure 7.1: FM#7 prelaunch goniometry data at 350 nm usinlg BEp (incidence angle de-
pendence removed).
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Figure 7.2: Sweep mode solar data processed with prelaundometry: (op) Monochroma-
tor elevation dependencemi@ddle CCR elevation dependenceéyofton) CCR scan ratio.
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Figure 7.3: Elevation and wavelength dependence: Positioden®40 nm.
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Figure 7.4: Wavelength dependence error of prelaunch goniymet

Figure 7.5: Goniometry wavelength dependence correctionpe&lo
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Figure 7.6: Goniometry wavelength dependence correctionnt¥rcept.
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Figure 7.7: Sweep mode solar data: All goniometric correwiapplied.
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8. Thermal Response

Prelaunch tests were conducted in September-Oci®®8 to characterize the sensitivity of the
FM#7 radiometric response to photomultiplier tuB&{) temperature variations. The SBUV/2
instrument was placed in temperature controlledumat chamber and an FEL lamp outside the
chamber was focused onto a diffuser at the sensalul@ entrance slit through a fused silica
window. Measurements were taken at temperatureldesf 22C, -3.6C, 8.7C, 31°C and
20.7C in a sequence. The first and last measureme@tk @C and 20.7C were used to moni-
tor and correct the source irradiance drift dutimg entire sequence. The measured counts were
normalized at 20C. The normalized counts between°&and 31C are fitted with linear func-
tions of temperature, as shown in Figure 8.1 (R&)gnd Figure 8.2 (Range 3 cathode). SSAI
reprocessed the laboratory data and derived PMPpdeature sensitivity coefficients in Novem-
ber 2004. Since the normal on-orbit temperaturesapproximately 2@C (see Section 4), we
excluded the data at —3@® from the analysis rather than using a more coxnfulaction. This
step changed the thermal response coefficientpproaimately —0.0003 7C in the anode out-
puts, and by —0.0006 / °C in the Range 3 cathotiubu

The PMT temperature sensitivity coefficients dedifeom the reprocessed data are plotted in
Figure 8.3. Range 2 measurements were repeatadooiih Range 3 anode mode and Range 3
cathode mode, and the two sets of data were censigith each other. Range 3 anode meas-
urements covered a wavelength range from 318 nd®6nm, and they agreed very well with
the results in Range 2 where the two data setslappad. The thermal sensitivity of the
SBUV/2 instrument is primarily related to the PMwhile the amplifier thermal effect that
would cause differences between Range 2 and Rarg®d data is often negligible. There-
fore, all of the Range 2 measurements and the Rarggeode mode measurements were fitted
together with a % order polynomial to provide a temperature coedfitifunction for all anode
outputs including Range 1 in the wavelength rargferben 252 nm and 406 nm. Discrete mode
measurements were not made at wavelengths belomr252However, sweep mode data (Fig-
ure 6-1, Vol. 2 [Data Bodk suggest that the thermal response between 200:@bis basically
flat. We recommend using the calculated 252 nmpeature sensitivity coefficient for all
measurements at shorter wavelengths.

The thermal sensitivity test for Range 3 cathodelencovered the wavelength range 340-406
nm, whereas Earth view signals are observed inntfude down to 300 nm. The spectral de-
pendence of the cathode temperature sensitivitywisha Figure 8.3 diamond$ is consistent
with the anode data, since both outputs shareaine $MT cathode temperature response. The
average Range 3 cathode temperature sensitidirdashed lingis lower because the anode
output includes additional thermal response fromRMT dynodes. The recommended thermal
correction for Range 3 cathode data therefore tlesame spectral dependence as the anode
function, adjusted in absolute value to match ét®fatory data at long wavelengths. PMT tem-
perature correction coefficients for all gain ramgee listed in Table 8.1.
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TABLE 8.1
PMT Temperature Dependence Correction

Operating | Wavelength Co C: C, Cs Cs

Mode Range

Anode | <252 nm | -2.7269e-03 0.0 0.0 0.0 0.0

[Range 1, 2, 3] 252-406 nm| —9.0312e-02| 9.5413e-04| —3.7719e-06 6.3979e-09 53892

Cathode | | <252 nm| —1.0497e-03 0.0 0.0 0.0 0.0
[Range 3] | 252.406 nm| —8.8635e-02| 9.5413e-04| —3.7719e-06 6.3979e-09 586892

CCR 378.6 nm | —2.1657e-03 0.0 0.0 0.0 0.0

Xpur = Go+ Gl + G*l 2+ CG*l °

Correction factor = 1.0 + EH1*(20°C — Tpmr))
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Figure 8.1: FM#7 thermal sensitivity: Response change fargea2 data, normalized to 0.

Figure 8.2: FM#7 thermal sensitivity: Response change fangea3 cathode data, normalized
to 20°C.
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Figure 8.3: FM#7 thermal sensitivity: Spectral dependenceadiometric calibration change
for 1°C increase in PMT temperature.
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9. Interrange Ratios

The SBUV/2 instrument is required to observe sigahich span six orders of magnitudes in
intensity with better than 1% linearity. This iscamplished, in part, by the use of three gain
ranges, each accommodating a range of two ordargghitude in signal intensity. Range 1 is
the most sensitive of the three gain ranges, wkérge 3 is the least sensitive. In order to proc-
ess data with a single radiometric sensitivitylraliion, the data are converted to a common gain
range using “interrange (gain) ratio” values. Whigtrete mode samples are observed with low
counts in Range 2 (or Range 3), the simultanecading in Range 1 (or Range 2) may be also
valid. After correcting the raw counts in each pénfor calibration, the ratio of the corrected
counts gives a direct measure of the interrande battween Range 1 and Range 2, denoted by
IRR;2. A comparable quantity, IRR is defined for Range 2 and Range 3 data.

NOAA-18 SBUV/2 has the capability of reading thenBa 3 signal from either the anode output
or the cathode current monitor of the photomukiptube (PMT). The Range 3 anode mode is
expected to be used in routine ozone monitoringatjme because it has less noise than Range 3
cathode data for total ozone wavelengths. This plitthree output ranges in common with the
PMT gain. Thus, the PMT gain is canceled in gatios derived from this operating mode. The
Range 3 output from the cathode current monitsarapled before the electron multiplier (dyn-
ode) of the PMT. The interrange ratio between Rang and 3 in Range 3 cathode mode
(IRR23C) therefore characterizes the multiplication obfaelectron current from the cathode to
the anode (PMT gain), including a constant factsoaiated with the electronics. IRR has a
significant wavelength dependence (~5% over totanezwavelengths) and on-orbit time de-
pendenced.g. —-10% for NOAA-16 SBUV/2 in the first year). WhéMOAA-18 operates in
Range 3 anode mode, the SBUV/2 ozone retrievalighgo does not require separate calibration
of the monochromator PMT gain throughput. Nevded® the PMT gain change will directly
affect the observed NOAA-18 SBUV/2 solar irradiamtada, which are used to determine the
time-dependent instrument characterization. H&RR) represents the largest single component
of the overall throughput change. For previous SBUinstruments, derivation of albedo cor-
rection factor (ACF) values was simplified by firgmoving a smooth characterization of
IRR25(t). In the event that the NOAA-18 SBUV/2 solar di@nce measurement is not available,
independent information on changes in the PMT galinbe an essential item for accurate ozone
retrieval calibration.

Data selection for interrange ratio analysis hascglly limited the signal in the less sensitive
gain range to lie between 350-750 counts for thedaroutputs after adjustments for the elec-
tronic offset, the thermal response and the noatfitye The lower limit of 350 counts is chosen
to reduce the uncertainty introduced by digitizatemd increasing non-linearity effects. The up-
per limit is chosen to avoid saturation in the meeasitive range. Data values exceeding 65,535
counts cause the 16-bit counter to roll over, laut still be used for the analysis if the instrument
response is not saturated. Accepting these ovenhdues increases the number of samples at
low solar zenith angles (SZA). For the NOAA-18 SBUD IRR,3C analysis, the Range 3 data
window was reduced to 150-400 counts because ahtinease in PMT gain. Further discussion
is presented in Section 9.3.
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9.1. IRRyp

The data from Range 1 and Range 2 counters botlke é@mm the PMT anode and the preampli-
fier. The difference between Range 1 and Rangeduie to the different electronic gains after
branching into two different assemblies of the selemy amplifier, the voltage-frequency con-
verter and the counter. The interrange ratio afdgeal to Range 2 (IRR is an electronic gain
factor only. Thus, we expect little or no spectvakemporal dependence for IRR Figure 9.1
shows the normalized time dependence oflRReasured with Channel 3 (283.16 nm). There
was an increase less than 0.02% in the first foomths, which is negligible. Figure 9.2 shows
examples of measured IRRat other wavelengths relative to Channel 3, whigdh constant to
better thart0.1%. This confirms that IRRis constant over time, as expected.

NOAA-18 IRR;; values measured for all ozone wavelengths on 2@95156 are shown in Fig-
ure 9.3 gquare3. Also shown in the same figure are averagesffirst four monthsarosse}
which are about 0.006% higher than the first ddyes The value at 273.7 nm is about 0.02%
higher than the values at longer wavelengths, wbmtur later in the scan sequence. Similar
wavelength-dependent behavior was seen for NOAANTIAA-16 and NOAA-17 SBUV/2, but
not for NOAA-14. Valid IRR, samples are obtained over a wide range of solathzangles,
depending on the wavelength selected. Measurerfarttse seven longest wavelength channels
were taken at SZA between 8529While the four short wavelength channels weresueal at
SZA between 27-80 There are no physical reasons to believe;}RRwavelength dependent.
We believe that the behavior shown in Figure 9.8aissed by instrumental effects experienced
at high SZA as the signal strength changes rapiitie therefore calculated IRRusing only
samples at SZA < 85which effectively limits the analysis to channélgl. This restriction is
consistent with the current limit of the SBUV/2 oxoretrieval. The average IRRsalue calcu-
lated from all A&E data for these channeld #).38+0.007), which is consistent with the pre-
launch value of 100.37.

9.2. IRRz3z Range 3 Anode Mode

The difference between the Range 2 and Range 3amdguts is only in the electronic amplifi-
ers and digitizers, similar to Range 1 and Rangd2us, the gain ratio of Range 2 to Range 3
anode mode (IRRA) is expected to also be wavelength independedtvany stable. No pre-
launch calibration results for IREA were reported in the Data BoolAt SSAI's request, Ball
Aerospace provided data taken during non-lineaeisys in 1995 for further analysis. After cor-
recting the data for non-linearity, derived IRR values at all discrete ozone wavelengths agreed
within the uncertainty at each wavelength. We df@e recommended a value of IRR =
99.998 for the prelaunch calibrationdLand et al. 2005]. At the same time, we cautioned that
IRR23A might be changed after the electronics modifaadiin 1998.

This cautionary note was confirmed by inflight me&asnents. The initial on-orbit value for
IRR23A averaged over channels 8-12 was 92.47, a deca#asé5% from the prelaunch value.
This change is consistent with the radiometricbralion changes observed after 1998. Figure
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9.4 shows the channel-to-channel variation of #RRvalues at total ozone wavelengths, with
squares representing initial values on 2005 daydifsbcrosses representing averages over the
first four months. The error bars are the standi@dations in the averages. While the statisti-
cal noise is small, the maximum channel-to-chanaahtion is almost 0.38%. To examine any
possible periodic oscillation in the sensor elattts, which exists in NOAA-16 SBUV/2 Range
3 cathode output, measurements in earth view pasitiode for different wavelengths were used
to derive IRRsA. The results are plotted in Figure 9.5 as ationcof sample position with sta-
tistical standard errors. Data points without ebrars had only a single measurement. The aver-
age of standard deviations for all valid measurdamén 0.24, which is comparable with the
channel-to-channel variation. Thus, no conclugian be drawn from the position mode meas-
urement due to poor statistics. Therefore, wemenend the average value of IRR derived
from all channels for the NOAA-18 ozone data preoes

Figure 9.6 shows normalized daily averages of JRReasured on-orbit with Channel 8 (305.9

nm) over the first four months. The day-to-dayiation is less than 0.01% (standard deviation),
which is no larger than the statistical noise ia tlaily average. The smoothed daily average
(solid curvé shows less than 0.07% drift, which is negligiblegure 9.7 shows that there are no

significant temporal changes in the channel-to-okadifferences relative to Channel 8, as ex-
pected.

Figure 9.8 shows monthly IRBA values plotted as a function of solar zenith anglhere nega-
tive values represent Southern Hemisphere datapasiive values indicate Northern Hemi-
sphere data. As an afternoon satellite, NOAA-1@rmg@s from the night in the Southern Hemi-
sphere, where the sensor signal level immediatetyeases by several orders in magnitude
within 1-2 minutes. IRRA values for individual channels in August 2005 abserved to vary
by up to ~0.5% at SZA > 60%fp pane). Northern Hemisphere IRBA data show a rapid in-
crease of ~1% for SZA > 80fdht side. September 2005 data show almost identical behav
(bottom pangl Both Range 2 and Range 3 counts in #RRlata are taken from the PMT an-
ode, so these results cannot be explained by th& Rydteresis phenomenon observed with
NOAA-9 SBUV/2. Since we do not have a plausiblechanism for either channel-to-channel
or SZA-dependent variations in IRfR, no correction will be attempted at this time. e \We-
rived a constant value of IREA = 92.397+0.25) for operational use.

9.3. IRRy3s Range 3 Cathode Mode

Previous SBUV/2 instruments have shown that theateh of IRR.3C can be decomposed into
two factors: wavelength-dependent “Day 1" valuRBRA:C(l ,tp), and a wavelength-independent
drift factor, D(t). Prelaunch tests to determine 3R] ) were performed in March 1996, and
the data are listed in Tables 4.3-1 and 4.3-2, ¥dData Book Two sets of data were taken
over the wavelength range 210-405 nm, with inpghais corresponding to approximately
40,000 counts and 70,000 counts Range 2, respcti®SAl calculated a™order wavelength-
dependent fit to these data, shown in Figure RA&er the FM#7 electronics modifications in
1998, the magnitude of IREC decreased by approximately 10%. If the electrombdification

in 1998 did not change the voltage across the datlamd the first dynode, the wavelength de-
pendence of the PMT gain should remain the samew IRR;C wavelength dependence tests
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were conducted in March 2003, using a differenteexpental fixture than the 1995 test. As a

result, the high count test only covered the wawgle range 313-405 nm, while the low count
test covered the range 292-405 nm. SSAI reproddbgedata with updated nonlinearity correc-
tions, as discussed in Section 10. The magnitfitdleR,3C in 2003 is approximately 12% lower
than in 1996, but the spectral dependence is vieryas in the overlap region. We therefore
adopted the wavelength dependence derived fromi386 tests and scaled it to the data in 2003
to determine IRRC( ). The calculated values of IR for the ozone wavelengths at the start
of solar irradiance measurements (2005 day 171l)steel in Table 9.2.

Inflight measurements in Range 3 cathode mode \iiese performed for approximately 24
hours on 2005 days 158-159, and repeated on d&<488 When the operational schedule
started on September 1, Range 3 cathode data légeted for four orbits once per week (Table
3.1). The average IREC values derived from these data are shown in Ei@utO, where a full
day of the measurements in Earth view represemoapnately 450 samples at 306 nm and 32
samples at 340 nm. A weighted least square fised to scale the prelaunch calibration poly-
nomial to match the inflight measurements. Thdahineasurement of inflight IRRC was ap-
proximately 1.5% lower than the prelaunch calilanati The time dependence of IRR during
the first four months of operation is plotted irgliie 9.11. The current drift rate is approxi-
mately —6.8£1.3)% per year, roughly half of the drift rate atvsel from the first on-orbit tests.
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Interrange Ratio IRR 1,

|RR12 = 100.386

Interrange Ratio IRR ,;: Range 3 anode mode

IRR23A = 92.397

TABLE 9.1
Wavelength Dependence Fit Coefficients for IRRC (Range 3 cathode mode)
Coefficient Value
Co 2.51215e+02
C1 —1.34029e+00
C2 9.34999e-03
Cs —2.46479e-05
Ca 2.20736e-08

|RR23C(| ,to) = cp +Cc*l + ¥l 2+C3*| 3‘|'C4*| 4

TABLE 9.2
IRR ,3C Values at Ozone Wavelengths
Channel Grating Wavelength IRR23C IRR23C

Position [nm] Prelaunch 2005/171
1 486 252.039 201.804 197.803
2 195 273.702 203.309 199.278
3 67 283.164 203.686 199.648
4 5 287.732 203.806 199.765
5 -58 292.364 203.886 199.844
6 -130 297.643 203.928 199.885
7 -190 302.032 203.924 199.881
8 -243 305.901 203.892 199.849
9 -336 312.671 203.772 199.732
10 -404 317.604 203.637 199.600
11 -594 331.318 203.073 199.046
12 -714 339.923 202.597 198.580
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Figure 9.1: Time series of normalized IRRdata at 283.2 nm.

Figure 9.2: IRR, spectral dependenes.time: top) 317.6 nm/283.2 nm;bpttorm) 331.3
nm/283.2 nm.
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Figure 9.3: IRRy, spectral dependence for first day of 0zone measemes.

Figure 9.4: IRRy3A spectral dependence for first day of 0zone measants.
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Figure 9.5: Position mode Earth view IREA datavs.scan position: 400.0, 380.0, 360.0, 320.0
nm.

Figure 9.6: Time series of normalized IREA (Range 3 anode) data at 305.8 nm.
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Figure 9.7: IRRx3A spectral dependenes.time: top) 312.5 nm/305.8 nm;b6ttorm) 317.5
nm/305.8 nm.

Figure 9.8: Monthly average IRRA valuesvs. solar zenith angle:tdp) August 2005; Hot-
tom) September 2005.
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Figure 9.9: Spectral dependence of IRR (Range 3 cathode) prelaunch data.

Figure 9.10: IRR,3C inflight spectral dependence for June-Septembeb 2
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Figure 9.11: IRR3C time dependence at 312.6 nm for June-Septemioér. 20
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10. Nonlinearity Correction

Measurements of SBUV/2 FM#7 nonlinearity were mémteall three gain ranges in November
1995. Measurements were made using both anodeatihdde Range 3 signals. These data are
presented in Data BooRection 1 of Vol. 2. The coefficients for polyn@infits to each gain
range calculated by Ball Aerospace are listed dnoraetric calibration tables in Section 8, Vol.

2 [e.g. Table 8.2.2-1a].Note that the prelaunch linearity tests were dogfere the instrument
modifications in 1998, which actually changed tharacterizations. SSAI staff reprocessed the
prelaunch nonlinearity correction data and analyarbital data to characterize any changes after
1998 for better accuracy.

The prelaunch calibration used a set of neutrasitiefilters and calibrated apertures to vary the
signal level. Differences in the observed respdrm®a the nominal change due to aperture size
change are considered to represent nonlinear bmhavhe results are then normalized to a fidu-
cial value for each range. A paper Bz [1979] explains this method further. Measurements
with the same neutral density filter were first matized at 15,000 counts, based on a linear in-
terpolation of 3 measurements around 15,000 coudtier the normalization, all measurements

were combined together. A detailed discussiorhernirhportance to choose a high-count level in
the normalization procedure to reduce the calibratincertainty was presented in the NOAA-16

SBUV/2 A&E report PeLand and Huang2001]. Ball Aerospace has adopted this normaliza
tion scheme for the FM#7 prelaunch calibration.

We evaluated the prelaunch nonlinearity measuresrientalidate the functional fits. FM#7 had
two runs of the same calibration procedure forRla@ge 3 anode output and cathode output, re-
spectively. However, only results from the Rangan®de run were included for the Range 1
and Range 2 nonlinearity analysis in the Data B&kce there is no expected physical differ-
ence in the Range 1 and Range 2 output betweeneRaangthode and anode measurements, we
can combine the data from both runs. As showngarés 10.1 and 10.2, the nonlinearity meas-
urements from both runs fully agree with each ottdrigh signal level (counts > 1000). Below
1000 counts, the measurement accuracy is limitethéydigitizer resolution and the difference
between the two runs is consistent with the digitiancertainty. Therefore, inclusion of both
Range 3 cathode and anode runs for the Range Ramgke 2 calibrations will reduce the noise
and provide some estimate of the calibration uagares.

10.1. Range 1 Measurements

Figure 10.1 shows that measurements with Rangegrialsievels between 2000 and 90,000
counts in both runs tracked each other very wali.low counts (< 1000), the noise level in-
creased to 1%, which was consistent with expeateértainty largely due to the digitizer uncer-
tainty, the Range 1 offset noise and scattered.ligtn average over all measurements below
1000 counts is 0.03%. Data values below 1000 soRainge 1 are rarely observed in discrete
ozone measurements, and should be even less ftelquedOAA-18 SBUV/2 because of the
increase in instrument sensitivity. We calculaae8 order polynomial fit to the combined data
from both runs as a function of raw counts to ersfg®athe instrument behavior in the data re-
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gion most commonly used on-orbit. This method @ifely averages all low count samples to-
gether, resulting in a value near zero. No medadeiraonlinearity is found below ~60,000
counts, increasing to —0.6% at ~90,000 counts. fifteel function follows this deviation very
well. Since operational ozone processing switdbeRange 2 data at Range 1 signal levels of
55,000-60,000 counts, this nonlinearity at veryhhegunts will have no direct impact. The find-
ing of a negligible nonlinearity in Range 1 is cstent with the commonly known fact that the
PMT and electronic amplifiers working at low sighatel usually have good linearity.

10.2. Range 2 Measurements in 1995

Range 2 nonlinearity data from 12 prelaunch ruesvary consistent with each other, as shown
in Figure 10.2. Data with neutral density filtet éNDF#4) in Range 3 cathode modgfares
with diagonal tick were discarded because they exceeded digcrepancy from the average.
The remaining data were renormalized at 550 cowitsye measurements valid in both Range 1
and Range 2 for interrange ratio analysis will haveinimal nonlinearity correction in either
range. The Range 2 nonlinearity error below 63,600nts is less than 0.3%. The raw data
show evidence of saturation above 83,000 countsjesderived a revised fit as & arder func-
tion of logig[net counts] only for signal levels less than 68,@0unts. An additional"® order
term was derived for use with high count data (Fegl0.2,inset plo}.

10.3. Range 2 Measurements in 2003 and On-orbit

Later prelaunch calibration data suggested thatRke&7 modifications in 1998 might have
changed the Range 2 linearity characterization.gRe cathode data collected in 2003 shows
that derived IRRC values at high Range 2 counts (~70,000) were appately 1.5% higher
than the average value using low counts (<45,089%hown in Figure 10.3. However, we could
not make a definite judgment from these data ashether the discrepancy was caused by a
problem with Range 2 nonlinearity at high countdrom Range 3 cathode nonlinearity at low
counts.

NOAA-18 SBUV/2 collected two orbits of data in pio@n mode at 380 nm on 2005 day 156.
The monochromator and CCR were looking at the ssreae at almost identical wavelengths,
so the observed response should be very similaguré 10.4 shows ratios of simultaneous
Range 2 monochromator counts to CCR counts, cedegith the 1995 nonlinearity calibration
and normalized between 20,000-40,000 counts. Avaubdrift is observed beginning at 45,000
counts Range 2, reachingtR(5)% at 80,000 counts. The CCR Range 3 countesahelow
20,000 counts Range 2 are too noisy for usefulyaisal Since the CCR linearity is well-
established from prelaunch tests with previous SBUNStruments, we interpret these results as
an error in the Range 2 nonlinearity correctiomguFe 10.5 shows similar behavior for compari-
sons between Range 2 and Range 3 anode data. ensfotle derived a linear fit to correct
Range 2 data above 45,000 counts. This functibstexd in Table 10.1.

10.4. Range 3 Measurements in Anode Mode
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The prelaunch Range 3 anode nonlinearity calibmadi@ta are generally very consistent between
different runs, although the results with NDF#3 slightly offset at lower counts (Figure 10.6).
We normalized the laboratory data at 550 couneniure consistent behavior in the data range
used for calculating IRRA. The calculated "8 order polynomial fit is ~0.3% lower than the
function provided by Ball, but has the same shapa &unction of signal level. The absolute
shift does not affect other prelaunch calibratiesuits because Range 3 data are not normally
observed, except for Hg lamp measurements at 25@eenSection 11.5.3).

Figure 10.7 shows the inflight IREA data as a function of Range 2 counts, using fiuated
Range 2 nonlinearity correction discussed in Sacti@.3 and the prelaunch Range 3 nonlinear-
ity calibration. The variation is approximatet.1% between 30,000-80,000 counts in Range 2
(or between 325-850 counts in Range 3), indicathmag the nonlinearity corrections in both
Range 2 and Range 3 are reasonably accurate. fgat of +0.3% below 30,000 counts Range 2
corresponds to less than 325 counts Range 3, vidinbt used operationally. Previous meas-
urements indicate that the Range 2 correctionlid vathis region. To validate the nonlinearity
calibration at high Range 3 count values, we compange 3 counts at 380 nm with CCR val-
ues in position mode (Figure 10.8). The solid im& smooth fit with a 3000 count window.
Variations from unity are less thai®.2% below 20,000 counts, and show a small posiiias
between 20,000-35,000 counts. We do not haveiadditinformation to evaluate the Range 3
anode nonlinearity correction, so we recommendgugia function listed in Table 10.1.

10.5. Range 3 Measurements in Cathode Mode

Prelaunch Range 3 cathode nonlinearity calibratiata are shown in Figure 10.9. Measure-
ments using NDF#3 have larger differences fromaterage below 2000 counts, and measure-
ments using NDF#4 at low signal levels were showiveé problematic in Section 10.2. Data
from NDF#2 are only available below 300 counts. terefore calculated d%3order fit for
Range 3 cathode nonlinearity using only data froenNDF#5 and NDF#6 runs, normalizing at
300 counts for consistency with IR measurements. The count rate dependence istalmos
identical to the prelaunch function, but is ~0.4%#do in absolute value due to the choice of data
normalization.
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TABLE 10.1
Nonlinearity Correction Functions
Range X G Cy C Cs
1 Net_counts —2.60907e-03 —1.44378e-06 1.43247e-HP.35604e-15
2 Logig[Net _counts]| —3.12808e-0[L 1.14148e-01 — —
3A Logio[Net counts]| —3.06384e+00 2.70097e+00 —7.94773e-0l  7.92365e-
3C Logo[Net counts] | 1.70323e+00 —1.59804e+00 4.69316e1014.10845e-02
NL = Go+ C*X + C*X? + Gg*X?
Nonlinearity correction = 1.0/ (1.0+(NL/100))
For Range 2:

count_true = cnt_pre/(1.0+6.4693e-07*(cnt_pre-45,00

cnt_pre =
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Figure 10.1: Prelaunch Range 1 non-linearity test data.

Figure 10.2: Prelaunch Range 2 non-linearity test data.
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Figure 10.3: IRR,3C dependence on Range 2 counts using prelaunchneanty correction.

Figure 10.4: Ratio of inflight position mode measurements&2 Bm (Range 2 counts) to coin-
cident CCR data, corrected with the prelaunch R&ngenlinearity calibration.
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Figure 10.5: Inflight IRR23A measurements at 312.6 nm as a function of Rangmufts, cor-
rected with the prelaunch Range 2 nonlinearitybcation and normalized below 45,000 counts.
A linear fit to the high count Range 2 nonlineaetyor is also shown.

Figure 10.6: Prelaunch Range 3 anode non-linearity test d&all SSAI fits.
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Figure 10.7: Inflight IRR23A measurements at 312.6 nm as a function of Rangmufts, cor-
rected with the revised Range 2 nonlinearity catibn.

Figure 10.8: Ratio of inflight position mode measurements&2 Bm (Range 3 counts) to coin-
cident CCR data, corrected with the prelaunch R&genlinearity calibration.
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Figure 10.9: Prelaunch Range 3 cathode non-linearity test-t&all, SSAI fits.
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11. Diffuser Reflectivity Characterization

11.1. Introduction

In the BUV technique, the ratio of earth radiancesdlar irradiance (defined as the geometrical
albedo,a =1/ F) is the fundamental quantity in ozoneiestal. Whereas backscattered radiance
is directly viewed by the spectrometer, the meabsmdar irradiance is reflected from a diffuser
plate. Most instrument changes, with the exceptibthe diffuser reflectivity, are common to
both radiance and irradiance measurements, andctneel out in the albedo. Thus, properly
characterizing time dependent changes in the tefigcis the single most important part of our
long-term calibration process.

All SBUV/2 instruments have an on-board calibratsystem to monitor diffuser relative reflec-
tance as a function of time and wavelength. Théaard calibration system uses a Hg lamp as
the spectral source. Measurements are made indnfigurations, lamp view and diffuser view.
Figure 11.1 illustrates the two configurations. the lamp view, the Hg lamp is placed in front
of the entrance slit of the spectrometer. In tifieser view, the spectrometer faces the solar dif-
fuser and light from the lamp is reflected off #i€user into the entrance slit. The diffuser re-
flectivity is defined as the ratio of the signal asared in the diffuser view to that measured in
the lamp view. This on-board reflectivity measuesindoes not provide the bidirectional reflec-
tance distribution function (BRDF) of the diffus&or does it fully simulate the diffuser reflec-
tion of the solar lightJaross et al.1998]. The angular dependence of the reflegti{part of

the BRDF) is characterized in the goniometric calilon (see Section 7), and is assumed to be
time-independent. While the illumination of thefdder plate by the mercury lamp in the cali-
bration is not identical to that provided by théasaradiance, we assume that the measured rela-
tive diffuser reflectivity changes are consistefthvthe reflectivity changes in the solar viewing
geometry.

During June 2005 and the first week in July 2008, performed a total of 24 runs of the stan-
dard diffuser reflectivity calibration sequence ieufiately before and after the diffuser decon-
tamination procedure and the first solar exposiN®AA-18 SBUV/2 began regular weekly dif-
fuser reflectivity calibrations on August 31, 200Biscrete mode reflectivity calibrations were
also performed from June 14 to October 2, 2005 ifhial orbital measurements of the relative
diffuser reflectivity are compared with the prelabrcalibration data to determine any changes
from laboratory to orbit.

11.2. Sweep Mode Data
11.2.1. Measurement Sequence

The sweep mode diffuser reflectivity calibratioraipreprogrammed measurement sequence that

executes with a single command. This is the stahdsflectivity monitoring procedure for all

SBUV/2 instruments. Figure 11.2 shows the nomieféctivity sequence, which consists of ten

consecutive spectral scans. Six scans are takie idiffuser view mode, and four scans in the
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lamp view mode. Each spectral scan takes 192 dscatarting at 406 nm and ending at 160
nm. Nominally, each sequence should take place theenight side with the start and finish of
the 32 minute sequence scheduled to avoid daydighttamination. In practice, we select scans
with solar zenith angles larger than 120

Figure 11.a shows the Hg lamp spectrum from the lamp (dire@)v in sweep mode. Ten
emission lines are identified in this figure. ®ikthe lines (185.0, 253.7, 296.8, 312.6, 365.1,
404.7 nm) have consistently high signal-to-noisttosa and are designated as “strong” lines.
Data from these lines are the primary source ferrdflectivity analysis. Figure 113hows the
corresponding spectrum in the diffuser view. Thereéased relative continuum noise level is
caused by the approximate factor of 50 decreasggimal intensity. Because of the increased
noise, certain lines (265.3, 289.4, 302.1, 334.2 nave poor signal-to-noise ratios and are des-
ignated as “weak” lines. Data from these linesgaeerally not suitable for the reflectivity cali-
bration. Figure 11.4 shows examples of typicalssion line profiles at 253.7 and 404.8 nm in
lamp and diffuser view. Thé * symbols show data points recorded at 2 stepvater Note
that the actual grating position readout in the epvenode occurs only at the end of every 10
samples, which are marked with long ticks on thatigg position axis. This means that no di-
rect information is available regarding the gratoogition values or errors at all other locations.

11.2.2. Reflectivity Calculation

Before computing the spectral line intensity, alWwrmeasurements are corrected for the elec-
tronic offset, PMT temperature, and non-linearifyhe corrected counts in Range 1 and Range 2
are then converted to equivalent values in Rangsidy the interrange ratio values IRRnd
IRR23 from Section 9. The line intensity is calculaledsumming the corrected counts over ei-
ther 14 or 15 points around the center of a lingile;, as shown by the solid curves in Figure
11.4. The choice of the number of data pointh&summation depends on how the peak loca-
tion is centered in the sweep scan. The summateers a range of data points slightly nar-
rower than the full line profile in order to minie@ background light contamination. This is also
consistent with the data reduction in the prelawtifflaser reflectivity monitoring.

Figure 11.5 shows a typical example of the spedttralintensities evolving during 10 consecu-
tive scans in a calibration sequence in Septem®@b,2vhere ‘+’ represents diffuser view data
and * '’ represents lamp view data. In order to plotalia in the same figure, the diffuser view
line intensities are normalized to the averagensitg from scans 7 and 8, and the lamp view line
intensities are normalized to the average of s6aarsd 9. During a normal calibration sequence,
the lamp is warming up during the first 4 scanse Wge only scans 7 and 8 for the diffuser view
measurements, and use only scans 6 and 9 forrie veew measurements. We use linear in-
terpolation of the line intensity to minimize thrapact of the lamp drift. Therefore, all reflectiv-
ity values are calculated using the following foteau

R=17*1ls [11.1]
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wherel; andlg are the line intensities at scans 7 and 8 in sifftview, andg andlg are the line
intensities at scans 6 and 9 in lamp view. Tesrevperformed to include other scans for the
reflectivity calculation, such a8 = [(I4 + 17)/(Is + 1g)+(I7 + 18)/(Is + 19)]/2. No improvement was
found due to large uncertainty during scan 4. Fdll.6 shows absolute diffuser reflectivity
values at 254 nm and 406 nm calculated using Eguatl.1. The symbols ‘x’ and “ indicate
different lamp polarity states. Further discusgbthis effect is presented in Section 11.4.

11.2.3. Statistical Uncertainty

The statistical uncertainty for a reflectivity maemment includes the signal fluctuations, instru-
ment noise, lamp source intensity drife( stability), repeatability between measurements, an
grating position error effects. It is difficult tietermine the measurement noise directly from the
line intensity with only two scans. However, wa ciefine a noise profile of percentage changes
between two measurements of the same spectralepirothe same view, weighted by intensity,

N(/;) =100 [£,(/))/ f,(/)- 1" r (/) [11.2]

wheref; andf; are the two line profile measurements, and the normalized spectral line inten-
sity profile. If two profiles are identical at ayedata pointN(/,) would be zero everywhere.
The noise in the line intensity measurements isnddfas the standard deviationN(/ ;) multi-
plied by the square-root of the number of datatsdior the line intensity. This definition makes
the estimated noise level statistically meaningfith about 16 measurements in a line profile.
The noise level in lamp view is less than 0.2%,0lhhs negligible. The average noise level in
diffuser view is less than 0.5% for the strong dinend less than 2% for the weak lines.

The statistical uncertainty for the reflectivityderived using the following formula,

sz\/sf+D2L+s§+D2D [11.3]

wheres_ andsp represent the estimated noise in the line intgmsgasurement&) andDp are
uncertainties due to the lamp source intensitygjrdnd subscriptls andD correspond to lamp
view and diffuser view, respectivelyD, andDp are equal to the standard deviations of the line
intensities in scans 6 and 9 for the lamp view seahs 7 and 8 in the diffuser view, respectively.
The uncertainty due to grating drive error is nmigsirom the above equation because no grating
drive errors have been recorded.

11.3. Discrete Mode Data

The discrete mode calibration sequence was origidakigned to check the wavelength calibra-
tion, as well as a backup to the sweep mode cabioraequence. Six spectral lines at 185.0,
253.7, 289.5, 296.8, 334.3 and 404.8 nm were seledEach line profile was repeatedly scanned
in the SBUV/2 discrete mode in both diffuser viemddamp view. The discrete mode calibra-
tion tests were performed between June 14 and ©c®yk2005. We use these data to validate
the sweep mode reflectivity calibration.
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11.3.1. Discrete Mode Measurement Sequence

Figure 11.7 illustrates the discrete mode diffusslectivity calibration sequence. Only one
spectral line profile is scanned in each discretalensequence. The complete calibration se-
guence has approximately 60 scans and lasts alRoatirfutes. As with the standard sweep
mode diffuser reflectivity monitoring operationgtldiscrete mode operation is performed on the
night side of an orbit. The discrete mode calilmagequence is constructed so as to approximate
the standard sweep mode sequence. It begins wiitaéhs in diffuser view, then alternates be-
tween lamp and diffuser views three times with ¢@ns each. These 4 groups of scans are ap-
proximately equal in timing and function to thosea sweep mode sequence. As indicated in
Figure 11.7, some mixed view modes may occur agiduring transition from the lamp view to
diffuser view. These scans in the mixed modeseeeted from the reflectivity calculation.

Because of the much longer total integration tioreaf single line profile, the signal-to-noise ra-
tio for discrete mode data is generally much bettan for sweep mode data. Note also the dif-
ference in data sampling. The grating in the @t&cmode is locked at a designated position to
get each data sample, while the grating in the pweede is moved 2 steps for a single data
point. Each grating position in the discrete m@&lactually measured by the grating position
decoder, while only one grating position at the ehdvery 20 steps in a sweep mode scan is ac-
tually read from the instrument. NOAA-18 SBUV/2shehown no grating position errors in dis-
crete mode to date. Differences between discretgenand sweep mode reflectivity measure-
ments do not affect the results, as shown for NQAASBUV/2 PelLand et al. 1998].

11.3.2. Reflectivity Calculation in Discrete Mode

In discrete mode, each scan has 12 samples. By asample separation of two grating steps, a
single discrete scan covers a large part of thesaom line profiles (about 1.8 times the FWHM).
Figure 11.8 shows the measured 253.7 nm and 404 léhe profiles. The peak positions in dis-
crete mode are slightly shifted in comparison vetteep mode data due to differences in data
sampling and grating position readout methods astioreed above. After applying the same
corrections for the detector characteristics aeweed for the sweep mode measurements, all 12
samples were summed to give the integrated lirengity.

Figures 11.9 and 11.10 illustrate the line intgndiift for two calibration sequences at 253.7 nm
and 404.8 nm, respectively. Data from both diffusew and lamp view are plotted together to
show the overall lamp behavior. The line inteesitare normalized to minimize the difference
between the interpolated values in lamp view ardntieasured values in diffuser view. After a
significant decrease during initial lamp warmingtupe, the line intensity at 405 nm still drifted
about 1% during the scans used for the reflectiséiigulation. In addition, the time dependence
of the drift was not linear during the measurensaguence. Therefore, the line intensity meas-
urements in diffuser view in the last 8 (or 10)rscaf the first group and the middle 8 (or 10)
scans of the third group were fitted with a culindtion @ot-dash ling to provide interpolated
line intensity values in diffuser view that corregg to the lamp view measurements in the sec-
ond group of scans. The first diffuser reflecinaalue is then derived as the ratio of the interpo
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lated line intensity in diffuser view to the measditine intensity in lamp view. In the lamp view
(asterisk$, the line intensity is normalized to the lastitalde scan. Cubic interpolation is used
in this instance to estimate the lamp view linemsities for the third group of scars®l{d ling),
and the second diffuser reflectivity value is dedwas the average of the measured line intensi-
ties in diffuser view to the interpolated line ingities in lamp view. The deviation between the
two derived reflectivity values are less than 0fb¥estrong lines, which is better than the sweep
mode results using linear interpolation. Finatlye two derived reflectivities are averaged to
give a daily value.

11.3.3. Statistical Uncertainty in Discrete Mode

The statistical uncertainty for a discrete refhtyi measurement also includes signal fluctua-
tions, instrument noise and lamp intensity drifthe uncertainty due to the line intensity drift
was estimated using the maximum deviation of the intensity from the average value used for
the line intensity interpolation. Scan-to-scan sugament noise was estimated from the stan-
dard deviation of the measured line intensitiemftbe fitted or interpolated values in the same
view configuration, divided by the square root loé number of measurements. No uncertainty
is associated with the grating position error beeailnere has been no grating position drive er-
ror. The total statistical uncertainty in the cddded reflectivity is expressed as:

3 3
s :\/D?l+ si+D,+ s [11.4]
i=1

i
i=1

whereD; andD; are respectively the line intensity drift for thest and second derived reflectivi-
ties, s;i andsy, are respectively the standard errors due to theerand the summations are
taken over three groups involved in each derivdléatvity. As shown in Figures 11.9 and
11.10, the lamp source drifts dominated the esachaincertainties, representing ~70% of the
uncertainty at 404.8 nm.

11.4. Lamp Polarity Effect

The power supply to the Hg lamp reverses polaatshetime the lamp is turned on. This feature
was added for FM#5 and all subsequent SBUV/2 ingnits to improve long-term lamp stabil-
ity by varying the position of the Hg lamp arc.g&ie 11.11 shows the impact on the 254 nm
line intensity for lamp view and diffuser view datllote that the Hg lamp intensity decreases by
approximately 26% through September 2005, comparéblthe NOAA-16 and NOAA-17
SBUV/2 lamp changes during early operations. T symbols in Figure 11.11 represent the
different polarities, assigned arbitrarily sincerd is no telemetry information about the polarity
state. The polarity for each lamp usage was asdigncording to the Hg lamp operation history.
The polarity effect shows up in the derived reilatt data €.9.Figure 11.6). There is no physi-
cal reason why the true diffuser reflectivity wowldange in conjunction with mercury lamp po-
larity changes. Therefore, we believe that thisatfis an artifact in the reflectivity data. Thaer

IS no reason to prefer one polarity state overother, so we use an average reflectivity between
the two polarities.
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We fit the data with a functional form that inclisda polarity term. The fitting function can be
written as:

f,(0)=R + a, p(x) [11.5]

wherex is the timep(X) is equal tatl depending on the polarity state at the measuretime,

ap is the correction for the polarity, aftl is the reflectivity after the polarity correctionVe
choose a constant reflectivity for this analysiscei we have not accumulated sufficient meas-
urements to determine any time-dependent reflégtchanges. Table 11.1 lists the derived po-
larity corrections for strong lines, based onriigtiEquation 11.5 to the first 11 days of measure-
ment. The average polarity correctiorajs = —0.31%, which is slightly larger than the result
for NOAA-16 and NOAA-17 &, = —0.20% and —0.27%, respectively) but signifipastmaller
than NOAA-14 @, = -0.50%). Figure 11.12 shows the reflectivityasierements with the po-
larity effect removed.

11.5. Diffuser Reflectivity Stability
11.5.1. Reflectivity Changes after Diffuser Decontaination

The diffuser decontamination procedure, consistihgeating the diffuser plate during the dark
portion of two consecutive orbits, was performedJane 19, 2005. Diffuser reflectivity meas-
urements were performed once immediately beforgotbheedure and twice after the procedure.
The first solar irradiance measurements were madéuoe 21, interleaved with more diffuser
reflectivity calibrations. However, the onboardrmegy lamp heater was accidentally turned off
immediately after the decontamination procedurée Tamp spectral intensity in the following
three calibration sequences was clearly unstablee measured line intensities were up to +20%
different from the regular intensity level, as simolay the low values for 254 nm in Figure 11.11.
Diffuser reflectivities derived from these threejgences were also significantly different from
previous values, and were also discarded. Asudtyege do not have valid measurements im-
mediately following the decontamination proceduoeewvaluate possible diffuser reflectivity
changes.

However, the decontamination procedure has not bbsarved to cause any significant change
for diffuser reflectivity in previous SBUV/2 instments. We show in Section 11.5.3 that the av-
erage change in diffuser reflectivity after solapasure relative to the measurements before de-
contamination is only about 0.3%. Figure 11.18v&hthe diffuser plate temperature and the
diffuser heater current for 2005 day 170. Theudiér heater was operated on the night side dur-
ing the first two orbits of the day. The peak aér plate temperature during each orbital ther-
mal cycle increased from ~28°C to ~37°C. This iy @hbhtly higher than the maximum dif-
fuser temperature observed at the Northern Hemispteeminator from normal solar heating,
which occurs 13-14 times each day. Thus, whiled&eontamination procedure may hold the
diffuser plate at an elevated temperature for géortime than usual, it does not appear to repre-
sent a significant thermal event.
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11.5.2. Reflectivity Changes after Initial Solar Eposure

Figures 11.14 and 11.15 show the measured diffeslectivity data at 253.7 nm and 404.8 nm
through September 2005. Symbols ‘and * ’ indicate the lamp polarities, which have been
corrected as discussed in Section 11.4. NOAA-18\&R began regular weekly diffuser reflec-
tivity calibrations in August 31, 2005. It is $tibo early to evaluate long-term trends. In répor
for previous SBUV/2 instruments, we tried to repadiffuser reflectivity changes after the first
solar exposure in orbit. The reported changes wies small and comparable to measurement
uncertainties. In the present report for NOAA-$¥& do not have valid diffuser reflectivity
measurements immediately after the first solar eMp® as discussed in the previous section.
Therefore, the initial solar exposure is now defias a total of 18 solar exposures between June
19 and June 29. The average of four diffuser cafléy measurements between June 14-18 is
taken as the pre-exposure condition, and the agervifjve measurements between June 29-July
2 is taken as the post-exposure condition. Tabl2 lists the reflectivity values and changes re-
sulting from the initial solar exposure. Figure il shows that there were no significant reflec-
tivity changes at wavelengths longer than 300 md,that only —0.5% changes were observed at
short wavelengths (< 254 nm).

11.5.3. Comparison with Prelaunch Calibrations

Extensive prelaunch diffuser reflectivity calibais were performed in 1996 to obtain a base
line for monitoring the diffuser reflectivity stdibty and to determine difference of the reflectiv-
ity measurements between in air and in vacuum. mgnoore than 100 follow-up diffuser re-
flectivity calibration sequences, the most importanes are based on the prelaunch calibration
performed in April 2003 after the diffuser cleaninghe prelaunch reflectivity values are listed
in Table 11.3, Vol. 1 [Data Bogpk The prelaunch values listed in Table 11.3 iis tleport are
averages over eight reflectivity calibration seque=non the primary test fixture (PTF) in April
2003, when the last radiometric calibrations wezdg@@med. The 185 nm data were corrected
for absorption in air using results from 1996 vaoucalibration tests. Ball Aerospace processed
the prelaunch reflectivity data with nominal inarge ratio values (IRR= IRR,3 = 100) rather
than the observed values, which were discussecdatid® 9. No corrections were applied for
nonlinearity, as well. In order to estimate neaeggorrections to the reported prelaunch values,
we processed the first sequence of diffuser refliégtcalibration in orbit with the nominal cali-
bration as used by Ball Aerospace, and comparedethéts to reflectivity data processed with
updated calibration parameters as derived in gpsnt. Table 11.3 lists the estimated correction
to the original prelaunch values for each strong [column 3, as well as revised prelaunch re-
flectivity values ¢olumn 4. Figure 11.17 shows that the initial diffusefleetivity values ob-
served on-orbit are slightly higher than the redipeelaunch data at 313 nm and 365 nm, and
slightly lower than the prelaunch values at otheve&lengths. Table 11.3 lists reflectivity
changes relative to the revised prelaunch valueth&first inflight measurementglumn 5 and

for the average of all measurements during the Ag&Eod column §. All strong line reflectiv-

ity changes are less thati% except for the 185 nm line. No changes wereemiadhe albedo
calibration for analysis of the initial solar irfadce data.
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TABLE 11.1
Hg Lamp Polarity Correction: On-Orbit Data
Wavelength[nm] Polarity Correction
185.00 —0.30¢0.09)%
253.71 —0.37&0.07)%
296.82 —0.31¢0.11)%
313.13 —0.22¢0.14)%
365.24 —0.27¢0.10)%
404.81 —0.260.10)%
TABLE 11.2
Inflight Diffuser Reflectivity Changes After All A& E Solar Exposures
Wavelength Before After Reflectivity
[nm] Solar Exposure Solar Exposure Change
185.00 | 0.012810£0.000031) 0.012756£0.000016)| —0.42¢0.27)%
253.72 | 0.017183£0.000024) 0.017100£0.000019)] —0.48¢0.18)%
296.84 | 0.018408£0.000068) 0.018376£0.000034) —0.17¢0.41)%
313.13 | 0.018613£0.000077) 0.018597£0.000041) —0.08¢0.47)%
365.24 | 0.019236£0.000040) 0.019231£0.000030)] —0.03¢0.26)%
404.81 | 0.019324£0.000060) 0.019316£0.000024) —0.040.33)%
TABLE 11.3
Prelaunch Diffuser Reflectivity Calibration
Wave- Reflectivity Before Correc- Reflectivity | Initial Change Average
length Correction tion Factor After On-orbit Change during
[nm] Correction A&E Period
185.00 0.01209£0.00009) 0.92845 0.01303 | -1.64¢0.71)% | -1.88{0.71)%
253.72 | 0.01699£0.00004) | 0.98611 0.01723 | -0.35¢:0.30)% | —0.55¢0.26)%
296.84 | 0.01861£0.00006) | 1.00257 0.01856 | -0.68(:0.40)% | —0.83¢0.37)%
313.13 0.01760£0.00006) 0.95121 0.01851 0.52€0.38)% 0.49£0.38)%
365.24 0.01819£0.00006) 0.94938 0.01916 0.4160.38)% 0.38£0.34)%
404.81 | 0.01822£0.00006) | 0.93777 0.01943 | -0.54¢0.38)% | —0.59¢0.35)%

The reflectivity at 184.9 nm in air was scaled ypthe reflectivity change from air to vacuum in

the thermal-vacuum chamber test.
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Figure 11.1: Onboard calibration system configuration: Lamga diffuser view.

Figure 11.2: Sweep mode diffuser reflectivity measurement sage.
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Figure 11.3: Mercury lamp spectrum:af Lamp view; b) Diffuser view.

Figure 11.4: Sweep mode line profiles (lamp, diffuser): 25807, 404.8 nm.
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Figure 11.5: Line intensity evolution during sweep mode se@eerAll lines.

Figure 11.6: Diffuser reflectivity time series (no polarityrrection): fop) 253.7 nm; Ilfotton)
404.8 nm.
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Figure 11.7: Discrete mode diffuser reflectivity measuremeatjugence.

Figure 11.8: Discrete mode line profiles (lamp, diffuser): 448 nm, 253.7 nm.
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Figure 11.9: Discrete mode line intensity evolution at 25307.n

Figure 11.10: Discrete mode line intensity evolution at 404m8.n
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Figure 11.11: Hg lamp intensity time series at 253.7 nrtop( Lamp view; bottonm) Diffuser
view.

Figure 11.12: Diffuser reflectivity time series (after polaritprrection): {op) 253.7 nm; Ifot-
tom) 404.8 nm.
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Figure 11.13: Diffuser plate temperaturéop] and diffuser heater currertigttonj during dif-
fuser decontamination procedure on 2005 day 170.

Figure 11.14: Diffuser reflectivity time series at 253.7 nnun&-September 2005.
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Figure 11.15: Diffuser reflectivity time series at 404.8 nnun&-September 2005.

Figure 11.16: Inflight diffuser reflectivity changes after irat solar exposure. Strong lines are
indicated by squares.
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Figure 11.17: (top) Diffuser reflectivity spectral dependencdyoiton) Spectral dependence of
diffuser reflectivity change: Inflighis.prelaunch.
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12. Radiometric Calibration

12.1. Prelaunch Characterization

The NOAA-18 SBUV/2 absolute radiometric calibratisnbased on measurements made in the
laboratory before sensor launch and adjustmenthdgrelaunch constants suggested by ob-
served on-orbit sensor behavior. The initial measent procedures and results are described in
depth in Section 8.2.6 of Volume 2 [Data Bpolrelaunch procedures and results are reviewed
only briefly here.

Ball Aerospace uses FEL lamps (1000 watt tungstadogen incandescent bulbs with quartz en-
velopes) for the wavelength range 260-406 nm, adedium-arc lamps to provide adequate
signal at wavelengths below 260 nm. The spectrdlgoniometric (angular) characteristics of
each source lamp were measured by NIST precedithdodiowing each sequence of calibration
measurements. The final prelaunch radiometridcation measurements for the FM#7 instru-
ment were completed in April 2003.

Figure 12.1 shows the ratio of calibration conganeasured in air and vacuum as observed in
sweep mode operation. Air-to-vacuum differencesyeafrom +3% to —6%, with a sharp peak
associated with the Woods anomaly region near 282The large magnitude of these differ-
ences relative to air-to-vacuum differences obskemwih early SBUV/2 instruments has been
considered and analyzed in several Ball Aerospaaaaerandafowler, 1994, 1995].

The ratio between sweep mode and discrete modarathn constants is nominally 12.5, based
on the difference in sample integration times. viies SBUV/2 instruments have observed
slightly lower sweep/discrete ratios, although thierences are typically less than 1%. The
NOAA-18 sweep/discrete calibration constant raomthin 0.5% of the nominal value at all
wavelengths for both radiance and irradiance @stahown in Figure 12.2.

12.2. On-Orbit Validation

The difference between NOAA-18 “Day 1” discrete raablar observations from 2005 day 171
processed with prelaunch calibration constantssahar irradiance values measured during the
SSBUV-2 (Space Shuttle Backscattered Ultraviolegght in October 1990 are plotted in Figure
12.3. At the shortest wavelengths, differencesed®©% and all deviations at the SBUV/2 dis-
crete wavelengths exceed 2%. Note that these amadivalues were processed with radiometric
calibration constants measured in air for consestemth the radiance calibration used in ozone
processing. The irradiance value measured bylthe cover radiometer (CCR) at 378.6 nm is
also lower than the expected value. NOAA-18 sweaepde measurements made on the first day
of observations also show spectrally dependentrrdhese results are discussed further in
Section 13.

Separate analysis of NOAA-18 radiance data shoveedparable differences using prelaunch
calibration constants. We conclude from these dhta the “albedo” calibration [radi-
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ance/irradiance] of the FM#7 instrument has nonged. We would like to produce accurate

radiance and irradiance values for all users. \Mehtherefore derived adjustment factors for
ozone processing based on the solar irradiancereifEe shown in Figure 12.3. The values
shown in Table 12.1 are essentially reciprocal eglof the points plotted in Figure 12.3. A table
of discrete radiance calibration constants obtaimganultiplying measured pre-launch calibra-
tion constants by the calibration adjustment fectigted in Table 12.1 is presented in Table
12.2. A corresponding table of corrected irrade@nalibration constants is presented in Table
12.3. These tables present the discrete calilbratbmstants currently recommended for use in
NOAA operational ozone processing.

12.3. “Day 1" Solar Irradiances

Since the instrument sensitivity change discusse8dction 12.2 prevents us from using ob-
served NOAA-18 SBUV/2 solar irradiance values feome processing, we created the “Day 1”
irradiance values by interpolating the SSBUV-2dramces to the NOAA-18 operational wave-
lengths. These irradiances were also adjusteddiar activity changes between October 1990

and June 2005, usingMg Il = —=3.1% and interpolated scale factors. Téeommended “Day
1” irradiance values are listed in Table 12.4.

TABLE 12.1
Calibration Adjustment Factors for Ozone Processing
Channel Grating Wavelength| Adjustment

Position [nm] Factor

1 486 252.039 1.0781

2 195 273.702 1.1025

3 67 283.164 1.0750

4 5 287.732 1.0561

5 -58 292.364 1.0570

6 -130 297.643 1.0634

7 -190 302.032 1.0585

8 —243 305.901 1.0592

9 —336 312.671 1.0469

10 —404 317.604 1.0377
11 -594 331.318 1.0178
12 —714 339.923 1.0295
CCR — 378.62 1.0817
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Revised Radiance Calibration Constantdmw/nf/nm/count/stér

Channel Grating | Wavelength] Range 1 Range 2 Range 3 Range 3
Position [nm] [anode] [cathode]
1 486 252.039 1.4652e-06 1.4710e{04 1.3591¢-02 23302
2 195 273.702 1.4169e-06 1.4223e04 1.3142¢-02 682082
3 67 283.164 1.5536e-06 1.5595e-{04 1.4409e-02 36583
4 5 287.732 1.4813e-06 1.4870e-04 1.3739¢-02 3e302(
5 -58 292.364 1.3859e-06 1.3912e04 1.2855¢-02 5Betd2
6 -130 297.643 1.3026e-06 1.3076e104 1.2081e-02848e902
7 -190 302.032 1.2516e-06 1.2564e104 1.1609¢-02673e302
8 —243 305.901 1.2248e-06 1.2294e104 1.1360¢-0206Qe302
9 -336 312.671 1.1623e-06 1.1667e104 1.0780¢-026126502
10 -404 317.604 1.1020e-06 1.1063e:i04 1.0222e-08218e-02
11 -594 331.318 9.4116e-07 9.4479e;05 8.7296e-03472e-02
12 —714 339.923 8.7988e-07 8.8328ei05 8.1613e-08032e-02
CCR Ya 378.62 Y A 8.0171e-03| 8.0171e-08
TABLE 12.3
Revised Irradiance Calibration Constants [mW/nf/nm/couri
Channel Grating | Wavelength] Range 1 Range 2 Range 3 Range 3
Position [nm] [anode] [cathode]
1 486 252.039 7.1201e-06 7.1476e{04 6.6042¢-02 446501
2 195 273.702 6.8284e-06 6.8549e{04 6.3336¢-02 996581
3 67 283.164 7.4313e-06 7.4600e{04 6.8928e-02 7e£0Q
4 5 287.732 7.0789%e-06 7.1063e-04 6.5660e-02 165011
5 -58 292.364 6.6197e-06 6.6453e{04 6.1400¢-02 63501
6 -130 297.643 6.2224e-06 6.2463e104 5.7714¢-02258e401
7 -190 302.032 5.9767e-06 5.9998e{04 5.5436e-0269%6301
8 —243 305.901 5.8438e-06 5.8664e{04 5.4204¢-0238%e301
9 —336 312.671 5.5290e-06 5.5503e{04 5.1283¢-0266Q0e201
10 -404 317.604 5.2232e-06 5.2434e104 4.8447e-02952e-01
11 -594 331.318 4.4027e-06 4.4197e:04 4.0837e-0R047e-01
12 —714 339.923 4.0969e-06 4.1127e104 3.8000e-03279e-02
CCR Yy 378.62 Y Y 3.6061e-02| 3.6061e-0P

92



TABLE 12.4
“Day 1” Solar Irradiances for Ozone Processing

SSAI-2015-180-MD-2005-02

Channel Grating Wavelength Irradiance
Position [nm] [MW/m?nm]

1 486 252.039 42.027

2 195 273.702 186.70

3 67 283.164 331.09
4 5 287.732 333.73

5 -58 292.364 545.55

6 -130 297.643 538.55

7 -190 302.032 453.56

8 -243 305.901 586.79

9 -336 312.671 689.90
10 —-404 317.604 792.54
11 -594 331.318 993.47
12 -714 339.923 1050.12
CCR £ 378.62 1302.74
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Figure 12.1: FM#7 sweep mode vacuum/air calibration ratio.

Figure 12.2: FM#7 sweep/discrete calibration ratio.

94



SSAI-2015-180-MD-2005-02

Figure 12.3: Discrete mode solar irradiance comparison: NQOKBASBUV/2 (20 June 2005)
vs.SSBUV-2 (7-9 October 1990).
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13. Solar Irradiance

13.1. Sweep Mode

NOAA-18 SBUV/2 sweep solar measurements are predessing a vacuum calibration to pro-
vide coverage down to 160 nm. Figure 13.1 showsdifference between the “Day 1” irradi-
ance spectrum and a reference spectrum constriroimdmeasurements taken during the AT-
LAS-1 Shuttle mission on March 29, 199Phpillier et al, 2004]. The NOAA-18 data have
been corrected for differences in solar activityelebetween the dates of the measurements. The
small-scale structure reflects minor wavelengthesddferences between these spectra. The ab-
solute difference has a significant spectral depeod, varying from —3% at 360 nm to —10% at
190 nm. These results are very comparable to feede mode comparisons with SSBUV-2
shown in Figure 12.3 when air-to-vacuum calibratiltiferences are considered. The irradiance
difference changes character dramaticallylfox 180 nm, increasing to +13% at 175 nm and
+35% at 165 nm. SBUV/2 calibration is more diffichelow 190 nm due to rapid decreases in
both instrument sensitivity and deuterium lamp algmA correction function was derived for the
sweep mode irradiance calibration by fitting thH#edence data in Figure 13.1 with a weighted
smoothing functioni{eavy ling¢ developed by SSAI staff. The correction wasdifer| < 165

nm because the SBUV/2 data quality is low in tlegion.

When regular NOAA-18 solar measurements began guau2005, it quickly became clear that
significant calibration changes continued to ocoororbit. Figure 13.2 shows the ratio of the
daily average sweep spectrum on 2005/242 (Augustd3the initial sweep spectrum measured
on June 20. No correction has been made for s@aation, which was +1.1% using the
NOAA-17 Mg Il index. The regular spectral struguretween 250-406 nm is consistent with
the air/'vacuum calibration ratio shown by the dadivee.

Most optical surfaces in the SBUV/2 instrument emated with magnesium fluoride (MgRo
enhance UV reflectivity at short wavelengths. Lalbory tests with SBUV/2 instruments con-
sistently show larger vacuum/air calibration diffleces than can be explained by changes in the
index of refraction. Ball Aerospace personnel hstuslied this behavior, and speculate that the
MgF, overcoating absorbs water vapor in the laboratang that outgassing effects in vacuum
cause the observed spectral dependeRrowlier, 1994, 1997]. The potential effects are exacer-
bated for later SBUV/2 instruments (FM#6, FM#7, R\l#where the change from an optically
contacted 4-segment depolarizer to an air spageolalezer adds six coated surfaces to the opti-
cal path. NOAA-17 SBUV/2 (FM#6) data showed rajitial growth in the magnitude of the
spectral features, decreasing asymptotically torstant value after ~18 months.

13.2. Pitch Angle Oscillations

Examination of NOAA-18 solar irradiance data imnagely revealed the presence of a regular
variation, as shown in Figure 13.®p pane]. The amplitude varied from ~0.3% peak-to-peak
ata = 0° to 0.6% p-p ab = 2¢°. The periodic variation observed in CCR dateddle pandlis
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identical, as shown by the complete cancellatiorth@ monochromator/CCR ratiddttom
panel. The variation is also observed in sweep moda,ds shown in Figure 7.7. Power spec-
tral analysis of sweep mode monochromator dataméted a period of approximately 8.7 sec-
onds (Figure 13.4). Discussions with POES progexgineers revealed that the NOAA-18
spacecraft is undergoing a regular pitch anglellaion with a frequency of ~0.114 Hz [= 8.8
seconds], and a magnitude of +0.05The spacecraft pitch axis is closely alignechwite nor-
mal to the SBUV/2 diffuser plate, and the repormsdillations are consistent with the variation
in incidence angle necessary to produce the obdemaaiance fluctuations. SBUV/2 is appar-
ently the only instrument on NOAA-18 that has a sueable effect in science data from this
phenomenon. These data have helped spacecrafteengito confirm that the oscillations are
not an aliasing of a variation at a different fregay.

Lockheed Martin engineers have not yet identifiesbarce mechanism for the oscillations. A
software revision to the spacecraft control lavat thould reduce (but not eliminate) the oscilla-
tions has been proposed, but not yet tested oh ovtée developed a correction function by as-
suming that all fluctuations in CCR data withiniagée scan represent errors caused by the pitch
angle oscillation, and then using those resul&djast both monochromator and CCR irradiance
values. This adjustment reduces the standard titaviaf daily average discrete mode measure-
ments by as much as a factor of 2. The pitch aogieection will be applied to all solar meas-
urements used for long-term instrument charactiéoiza
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Figure 13.1: Sweep mode solar irradiance comparison: NOA/ASB&V/2 (20 June 2005)s.
Thuillier et al.[2004] reference spectrum from ATLAS-1 (29 Mar@92).

Figure 13.2: Sweep mode irradiance ratio: 2005 day 2€.2005 day 171 + air/vacuum cali-
bration ratio flashed ling
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Figure 13.3: Position mode solar irradiance data at 400 nn26@5/172.

99



SSAI-2015-180-MD-2005-02

Figure 13.4: Power spectral analysis of sweep mode solarianae data.
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14. Out-of-Band Response (OOBR) Correction

The origin of the out-of-band response (OOBR) eotmserved in on-orbit SBUV/2 radiance data
is discussed iDelLand et al[2005]. Preliminary correction function valuesre@dopted at that
time from the results of NOAA-17 on-orbit analydigsed on the similarity between FM#7 and
FM#6 (NOAA-17) Hg lamp signals away from strong ssmn lines.

The on-orbit analysis technique used here idestdidaseline albedo signak(latitude) at each
wavelength, then calculates a linear fit to dewiadi of the monochromator albedo values relative
to the coincident CCR albedo. Figure 14.1 showsxample of this method for NOAA-18
channel 2 (273.7 nm) data. The derived slopeaisstormed into a function of the 331 nm al-
bedo (As3;) for operational use. This procedure can only$ed for the shortest SBUV/2 wave-
lengths (252-292 nm), because surface reflectigffgcts become important at longer wave-
lengths. The on-orbit correction coefficients ded using this method are more than a factor of
2 smaller than the prelaunch estimates.

For longer wavelengths (297-306 nm), a slit funttioodel was developed that adds a specified
“shoulder”, representing the OOBR error, to the m@htriangular shape (Figure 14.2). This
modified slit function is then convolved with highsolution spectra (radiance=TOMRAD, ir-
radiance=SOLSTICE) at specified conditioegy(SZA=30°, total ozone = 275 DU) to produce a
calculated OOBR correction coefficient. The cadtetl values for NOAA-18 show excellent
agreement with empirical results at shortest wangttes (Figure 14.3). Revised OOBR coeffi-
cients are listed in Table 14.1. Figure 14.4 shdhves spectral dependence of the calculated
OOBR radiance error for a high scene reflectivige R = 0.9). The radiance corrections are
approximately 5-7% for discrete ozone wavelengttsvben 250-290 nm, although higher val-
ues seen at solar absorption features.
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Revised OOBR Correction Coefficients

Channel Grating | Wavelength| Correction | Correction
Position [nm] Coefficient | Coefficient
[prelaunch] | [revised]
1 486 252.039 1.25e-04| 0.57e-04
2 195 273.702 1.48e-04| 0.62e-04
3 67 283.164 1.61e-04| 0.63e-04
4 5 287.732 1.81e-04| 0.69e-04
5 -58 292.364 1.41e-04| 0.62e-04
6 -130 297.643 1.30e-04| 0.79e-04
7 -190 302.032 1.30e-04| 1.16e-04
8 —243 305.901 1.30e-04| 1.08e-04
9 —336 312.671 0.0 0.0
10 —404 317.604 0.0 0.0
11 -594 331.318 0.0 0.0
12 —714 339.923 0.0 0.0

Acorrecte((l ) = Aobserveﬁl )— CQ )*A observe&331 nm)
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Figure 14.1: Albedo error at 273.7 nws. CCR albedo data.

Figure 14.2: Slit function model for OOBR analysis.
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Figure 14.3: FM#7 OOBR correction coefficient: Spectral degemce.

Figure 14.4: Calculated NOAA-18 OOBR radiance error for higinface reflectivity [90%)].
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15. Ozone Validation

An initial processing of NOAA-18 ozone data wasfpaned using prelaunch calibration data
and SSBUV solar irradiance values fraeLand et al[2005]. These data showed large differ-
ences (~25 DU) in total ozone comparisons with NOEAdata. SSAI reprocessed all NOAA-
18 ozone data from June 2005 through September 2008&termine initial total ozone pair ad-
justment factors for operational V6 processingnggshe revised calibration constants and “Day
1” irradiances presented in Tables 12.3 and 1Zhe B-pairvs. D-pair equatorial difference
calculated from this revised processing decreasett2 DU in the first month. Figure 15.1
shows the variation in this difference during tiretffour months of NOAA-18 operation. The
time-dependent calibration applied to these data deaived using only a few observations, so
we expect to reduce the drift with further analysie calculated A-pair/B-pair, B-pair/C-pair,
and A-pair/D-pair ratios to develop pair adjustmiattors. The recommended pair adjustments
for V6 processing are listed in Table 15.1, andesent averages of all available data.

Figure 15.2 shows comparisons between NOAA-16 tmahe and NOAA-18 total ozone proc-
essed with the updated pair adjustment factorse NBAA-18 “best” ozone and A-pair ozone
values are 1-2 DU lower than NOAA-16 for selectegiaorial and mid-latitude bandgp,
middle panels NOAA-18 B-pair ozone is initially higher thanOMA-16, then drifts downward
with time (pottom pangl We also compared ozone products from Versidiv® algorithm
processing. The rotational Raman scattering (oigRiffect) correction to N-values in the V8
code can change the inter-satellite ozone compwifom the V6 results. Figure 15.3 shows
that the B-pair difference is very similar to thé ¥ésult {op lef)), but that the A-pair difference
has increased to —5 DUibp right).

Figure 15.4 shows a comparison of NOAA-16 and NO¥AVS8 profile ozone data for a single
week in July 2005 at the Equator. The differeraresless that5% for layers 1-13z7 40 km).
Some larger differences are seen at higher alstudgh NOAA-18 ozone values ~10% lower
than NOAA-16 at layer 15 (~47 km).

TABLE 15.1
Total Ozone Pair Adjustment Factors Relative to A-ir [inflight ]
Ozone Pair| Adjustment Factot Data Range for Analysi
B 0.976 c = 50-60
C 1.120 c = 70-80
D 0.964 c = 25-35, latitude =£15°

adjustment:Wa = Wpair *Factor
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Figure 15.1: NOAA-18 V6 total ozone: Difference between Bpand D-pair at Equator.
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Figure 15.2: Comparison of V6 total ozone values between NQI&Aand NOAA-16 in three
latitude bands; tép) “Best” ozone; ihiddle A-pair; (bottorn) B-pair.
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Figure 15.3: Comparison of V8 total ozone values between NQAand NOAA-16 at the
Equator; {op lef) B-pair; top right) A-pair; (ottom left D-pair; pottom righ} Integrated
profile.

108



SSAI-2015-180-MD-2005-02

Figure 15.4: Comparison of V8 profile layer ozone values bemBIOAA-18 and NOAA-16 at
the Equator in July 2005.
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16. Conclusion

The NOAA-18 SBUV/2 instrument has successfully ctetedl on-orbit activation and evalua-

tion phase testing. The use of Range 3 anodepitatédes a significant improvement in data
guality for total ozone products. The instrumeharacterization is generally consistent with
prelaunch calibration data. Comparison of “Daysblar measurements with reference solar
spectra show a significant change in absolute i@idn from the final prelaunch measurements.
Radiometric sensitivity changes have continuedrmdummitial operations, but appear to be slow-
ing. Careful analysis will be required to derivepeopriate time-dependent and wavelength-
dependent instrument characterization, particulddying first 6 months of operation. Table

16.1 provides the location in this document of lwaliion data needed for SBUV/2 ozone proc-
essing.

TABLE 16.1
Ozone Processing Calibration Data for NOAA-18 SBU\
Quantity Location
Wavelength Calibration Ebert Coefficients Table, ©.330
Standard Ozone Wavelengths Table 6.4, p. 31
Radiance Calibration Constants Table 12.3, p. 92
Irradiance Calibration Constants Table 12.2, p. 92
Electronic Offsets Table 5.1, p. 18
Nonlinearity Corrections Table 10.1, p. 67
PMT Temperature Correction Table 8.1, p. 50
Interrange Ratio IRR p. 57
Interrange Ratio IRRA (anode mode) p. 57
Interrange Ratio IRRC (cathode mode) Tables 9.1-9.2, p. 57
Goniometric Correction Tables 7.1-7.4, p. 41-42
“Day 1" Solar Irradiances Table 12.4, p. 93
Out of Band Response (OOBR) Correction Coeff. Tadld, p. 102
Total Ozone Pair Adjustment Factors Table 15.10p.
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