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Abstract:
1.
Introduction

The visible (Channel 1, 0.63 μm) and near infrared (Channel 2, 0.84 μm, and Channel 3A, 1.61 μm) channels of the third generation of Advanced Very High Resolution Radiometer (AVHRR/3) are collectively referred to as solar channels because they are sensitive to the reflected solar radiation. Many important products, including the Normalized Difference Vegetation Index (NDVI), aerosol, cloud properties, and radiation budget, are directly derived from measurements by these channels. Other products, such as sea surface temperature (SST), indirectly depend on these channels for cloud detection during daytime.

While critical for so many important products, the AVHRR solar channels are not fully calibrated onboard. They are instead calibrated vicariously after launch, which can be very different from their respective pre-launch calibration even immediately after launch (Rao and Chen 1995, 1999). It may seem, then, that pre-launch calibration of the AVHRR solar channels is unimportant or even irrelevant. This is not true, however. Pre-launch calibration is the only opportunity to characterize the sensor in laboratory environment. Consequently, pre-launch calibration forms the basis for post-launch vicarious calibration (Wu and Sullivan 2007).
The AVHRR solar channels were calibrated by instrument vendor (ITT Industries) before launch using an “Integrating Sphere”. Figure 1 is a picture that shows the outside and the opening of the Integrating Sphere. The interior of the sphere is coated with pressed haylon, a material of high diffusive reflectance. High quality bulbs of various wattages are mounted at carefully selected locations. Turning on different combination of bulbs creates different levels of brightness at the opening of the sphere, which is nearly constant in time and uniform in space. This is the radiance source to calibrate the AVHRR and some other instruments. More details can be found elsewhere (ITT 2003).
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Figure 1: The Integrating Sphere used by ITT for prelaunch calibration of the AVHRR solar channels.


The AVHRR solar channels are expected to respond linearly to signals within its dynamic range, so in theory sensor responses to two signals could be adequate for pre-launch calibration. However, in the presence of measurement errors, either in the brightness generated by the Integrating Sphere or in the response of the AVHRR to the brightness, the AVHRR has always been calibrated at multiple levels of intensity, which also verifies the instrument’s linearity. The calibration coefficients are then determined by regression. Earlier calibration procedure called for 12 levels of intensity, which later was increased to 24 levels, that are approximately evenly distributed throughout the dynamic range of the AVHRR Channel 1 at 0.63 μm. As demonstrated in Fig. 2, the test equipment and procedure have been working reasonably well for earlier generations of the AVHRR’s.
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Figure 2: Plot of an AVHRR/2 (S/N 204, onboard NOAA-14) Channel 1 prelaunch calibration data using the ITT Integrating Sphere. The collected data, while not noise free, were adequate to characterize the sensor response to signal.
2.
The New Challenges
For AVHRR/3, the latest generation of the AVHRR, two significant changes affect its prelaunch calibration. One is the addition of Channel 3A at 1.6 μm. At the operating temperature of approximately 3000°K, the bulbs inside the Integrating Sphere generates about the same amount of radiance at 0.63 μm and 1.6 μm. (Table 1). The AVHRR, on the other hand, is built to measure the solar spectrum (color temperature of 5800°K), for which radiance at 1.6 μm is about 1/8 of that at 0.63 μm. As a result, Appendix A shows that for many of the intensity levels (16 of the 24), the radiance generated by the Integrating Sphere, while appropriate for Channel 1, is too much for Channel 3A. These oversaturated data cannot be used in the subsequent analysis. 

Table 1: Blackbody irradiances (106 W•m-2•μm-1) for selected wavelength and temperature.
	
	3000°K
	5800°K

	0.63 μm
	1.85
	74.7

	1.6 μm
	1.87
	9.59


The other significant change is the adoption of the “dual gain” electronics (Fig. 3), which means that the remaining data points must be used to determine two instead of one set of regression coefficients. Combined, these changes means that only one sixth of the data (4 vs. 24) are available to determine the regression coefficients. In other words, the calibration of Channel 3A is more susceptible to measurement uncertainty than other channels.
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Figure 3: Plot of an AVHRR/3 (S/N 301, onboard NOAA-16) Channel 3A prelaunch calibration data using the ITT Integrating Sphere. The “+” symbols mark the vendor measurements and the two lines are the prelaunch calibration curves determined from those measurements by two separate linear regressions.
2.1.
Discontinuity at the Break Point

One problem is that the calibration curve has a discontinuity at the “break point”, where the post-amplifier switches between low and high gains (left panel of Fig. 4). This problem, while common for all dual-gain channels of all AVHRR/3, is often negligible in terms of its impact on applications. For this particular channel, the discontinuity is a mild “step up” of reflectance as count increases, equivalent to about 1 count for low gain or 6 counts for high gain. For other channels, the gap may appear as a “step up” or “step down”, of smaller or larger magnitude. It is caused by the uncertainty in pre-launch optical calibration that may not agree with the more accurate electronic calibration (E-cal) for determining the break point. A solution was proposed to solve this problem (Appendix B), however it was not considered critical for implementation.
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Figure 4: Close examination of the prelaunch calibration curves for AVHRR/301 Channel 3A around the break point (left panel) and the zero point (right panel). 
2.2.
Negative Reflectance Near the Zero Point

A more serious concern is that the calibration curve passes through a non-zero δ-count value when the radiance is zero (right panel of Fig. 4). This results in negative reflectance for δ-count ≤ 19, which is devastating to products depending on low lights such as aerosol. While particularly severe for Channel 3A of the NOAA-16 AVHRR, this is also a common problem that is caused by measurement uncertainty in the prelaunch calibration data. Note, for example, that in Appendix A the Albedo for Sphere Level 23 and 24 was 0.5% for both but the δ-count values were 41.34 and 20.99, respectively. 
3.
The Solutions

A total of five solutions are proposed, one requires re-calibration and four require re-analysis of the available data. They are described in detail in the following, together with analysis of merits and weakness of each option.
3.1. Improve Data Acquisition During Prelaunch Calibration

The optimal solution is to obtain adequate measurements during prelaunch calibration. The first step is to increase the number of measurements. Care must also be taken to ensure that the measurements are approximately evenly distributed throughout the dynamic range of sensor response. Fig. 3 showed, for example, that three of the four measurements were for δ-count < 80 when these measurements cover the dynamic range of 0-450. The vendor may also need to reevaluate the stability and homogeneity of the Integrating Sphere output at low light intensity. The right panel of Fig. 4 and Appendix A showed, for example, that the measurements at the three lowest levels for AVHRR/301 Channel 3A are somewhat inconsistent.
This option is too late for AVHRR/301 and many other AVHRR/3. However, if opportunity presents itself to re-calibrate the AVHRR/3 not yet launched, this option should be considered. In designing prelaunch calibration procedure for future satellite instrument, this option should be implemented.

3.2. Remove Certain Data

Without additional measurements, one option to alleviate the problem is to remove certain measurements, which can be done in several ways. For example, the likely outlier (if any) of the four data (when the instrument was in the high gain mode) is the last one (Level 24), whose mean is out of the trend and whose standard error of measurement is larger than the others. However, the regression result with that data removed is worse. Alternatively, the data at Level 23 and Level 22 can be removed to produce nearly perfect results. 
A fundamental weakness of this option is the lack of objectivity. In principle, no measurement data should be altered or disposed of without compelling reasons.
3.3. Account for Measurement Error


Another option is to weigh each measurement with its error in the regression analysis. This did not lead to noticeable improvement, because there is apparently systematic error in certain measurements that cannot be remedied by regression with consideration of (random) measurement error.
3.4. Force the Regression Through the Zero Point
The regression line can be forced to pass through the point where both radiance and δ-count (instrument response to zero radiance) are zero (left panel of Fig. 5), which directly and completely removes any negative reflectance. This approach may increase the discontinuity at the break point (right panel of Fig. 5), but a piecewise linear regression can ensure that the calibration curve is continuous at the break point (Appendix B).
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Figure 5: Close-up of the calibration curve for AVHRR/301 Channel 3A with the option of forcing through the zero point, around the zero point (left panel) and the break point (right panel). 

Some risks are associated with the assumption that the sensor’s response (δ-count) to zero radiance is always precisely zero. While it makes perfect sense in physics, there could be fluctuations in both the Integrating Sphere output and the sensor measurements.

3.5. Use Space Clamp Data
During the prelaunch calibration, the AVHRR measures a zero radiance target (“space”) immediately before it measures the radiance from the Integrating Sphere. The difference between the two measurements, the δ-count, is the instrument response to the known signal. The implication of this procedure is that the sensor effectively obtained zero δ-count for zero radiance, for at least the same number of times when sensor measurements of Integrating Sphere output are available. In fact, the zero response to all 24 levels of intensity is available.
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Figure 6: Close-up of the calibration curve around the zero point for AVHRR/301 Channel 3A with Option 4 (using space clamp data). Left panel: 8 additional data. Right panel: 24 additional data.
This suggests yet another option, namely to append the instrument measurements of varying radiances (eight in total for AVHRR/301 Channel 3A) with instrument measurements of zero radiance. This option can be implemented in at least two ways. In Option A, only the eight instrument measurements of zero radiance that are used to compute the δ-counts are appended to the original data (left panel of Fig. 6); this results in positive reflectance for δ-count of 5 and above. In Option B, all 24 instrument measurements of zero radiance are appended to the original data (right panel of Fig. 6); this results in positive reflectance for δ-count of 2 and above.
Although the result of Option B is more desirable in practice, Option A seems more objective and therefore is recommended. However, this is not a final decision and is subject to peer review and user feedback.
4.
Summary and Recommendations
This memorandum identifies the inadequacy and explores the root causes of current prelaunch calibration procedure for the AVHRR/3 VISNIR channels. Relying on the available data, four options are investigated that alleviate or eliminate the problem. It is recommended to re-analyze the original data with the same number of zero radiance measurements appended; this will substantially reduce the “negative reflectance” problem. It is also recommended to adopt the analytical technique that ensures the continuity at the break point.
The optimal solution, however, is to re-calibrate these channels with due considerations of the new challenges associated with the additional channel at longer wavelength and the adoption of the dual gain electronics. For most AVHRR/3, this is no longer an option. If there is an opportunity of recalibration, and especially for calibrating future satellite sensors, this option should be considered.
===   END   ===

APPENDIX A: Excerpt from Table C-6 of Instruction Manual and Alignment/Calibration Handbook & Optical Data for A301. ITT, July 1999

	Table C-6. AVHRR 301 Channel 3A Calibration Data
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Time
	Sphere
	Space Clamp
	ECT
	
	
	NEdN
	SNR 

	Hour
	Min
	Level
	Albedo
	Mean
	Stdv
	Mean
	Stdv
	dC
	dN
	ECT
	Space
	ECT
	Space

	99
	99
	0
	1.000
	0.00
	0.00
	0
	0
	0
	77.1610
	0
	0
	0
	0

	99
	99
	1
	3.815
	43.17
	0.94
	1023
	0
	0
	294.3442
	0
	0.000785
	0
	0

	99
	99
	2
	3.682
	42.94
	0.94
	1023
	0
	0
	284.1275
	0
	0.000785
	0
	0

	99
	99
	3
	3.420
	42.72
	0.94
	1023
	0
	0
	263.9267
	0
	0.000785
	0
	0

	99
	99
	4
	3.279
	42.34
	0.93
	1023
	0
	0
	253.0477
	0
	0.000777
	0
	0

	99
	99
	5
	3.082
	42.29
	0.90
	1023
	0
	0
	237.8077
	0
	0.000752
	0
	0

	99
	99
	6
	2.809
	42.24
	0.90
	1023
	0
	0
	216.7680
	0
	0.000752
	0
	0

	99
	99
	7
	2.529
	42.22
	0.92
	1023
	0
	0
	195.1561
	0
	0.000768
	0
	0

	99
	99
	8
	2.393
	42.20
	0.91
	1023
	0
	0
	184.6687
	0
	0.000760
	0
	0

	99
	99
	9
	2.246
	42.19
	0.92
	1023
	0
	0
	173.3309
	0
	0.000768
	0
	0

	99
	99
	10
	2.148
	42.21
	0.91
	1023
	0
	0
	165.7734
	0
	0.000760
	0
	0

	99
	99
	11
	1.962
	42.18
	0.90
	1023
	0
	0
	151.3838
	0
	0.000752
	0
	0

	99
	99
	12
	1.848
	42.19
	0.90
	1023
	0
	0
	142.5816
	0
	0.000752
	0
	0

	99
	99
	13
	1.900
	42.21
	0.92
	1023
	0
	0
	146.6140
	0
	0.000769
	0
	0

	99
	99
	14
	1.690
	42.17
	0.91
	1023
	0
	0
	130.3640
	0
	0.000756
	0
	0

	99
	99
	15
	1.372
	42.20
	0.94
	1023
	0
	0
	105.8476
	0
	0.000781
	0
	0

	99
	99
	16
	1.089
	42.20
	0.93
	1023
	0
	0
	83.9975
	0
	0.000778
	0
	0

	18
	33
	17
	0.811
	42.15
	0.91
	880.97
	0.17
	838.82
	62.6046
	0.012688
	0.000756
	0.000164
	-271.779

	18
	37
	18
	0.562
	42.20
	0.88
	729.86
	0.33
	687.66
	43.3691
	0.020812
	0.000739
	0.000270
	-278.208

	18
	41
	19
	0.267
	42.17
	0.90
	579.99
	0.10
	537.82
	20.5665
	0.003824
	0.000750
	0.000050
	-274.010

	18
	46
	20
	0.134
	42.16
	0.92
	506.05
	0.23
	463.89
	10.3167
	0.005115
	0.000769
	0.000066
	-267.179

	19
	14
	21
	0.110
	42.20
	0.92
	454.38
	0.65
	412.18
	8.5115
	0.013422
	0.000769
	0.000173
	-267.242

	22
	28
	22
	0.011
	42.23
	0.95
	115.19
	0.55
	72.96
	0.8767
	0.006609
	3.051796
	0.000083
	-39.457

	22
	36
	23
	0.005
	42.25
	0.92
	83.59
	0.56
	41.34
	0.3497
	0.004737
	2.955424
	0.000068
	-40.744

	22
	41
	24
	0.005
	42.23
	0.94
	63.22
	1.23
	20.99
	0.3989
	0.023375
	3.019672
	0.000293
	-39.877


APPENDIX B: Notes from R. Galvin of ITT (with minor editing)
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FROM:
Roy P. Galvin
Date:
7/5/95
(with minor edits 1/28/2003 RPG) 
SUBJECT:
Solar Channel Calibration Equations for AVHRR/3

Summary:

The AVHRR calibration of the solar channels is complicated by the fact that there are only a few (low S/N) data points below the dual slope break and that the radiometric and E-Cal break points are not the same. 


The 1024 step E-Cal electronic ramp gives us a precise location of the dual slope breakpoint while the radiometric data provides slopes and offsets for two linear fits.  This results in a slightly different intersection then the very accurately defined E-Cal break point. The customer may wish to eliminate this calculable (and therefore preventable) error.  The curve fit method presented below solves the breakpoint problem. I am not aware of any PV-WAVE subroutine calls that do this calculation therefore the curve fit will have to be coded as matrix solutions and the error stats calculated explicitly instead of as calls to existing subroutines.

Mathematics of least squares for dual slope AVHRR: 
The AVHRR 300 series has solar channels with a dual slopes over their dynamic range.  If we know the breakpoint count value from E-Cal testing (Xbreak = Cbreak ( Cspace) and the radiometric delta counts and albedo points ((C,() data from testing via the integrating sphere, then we can solve for the radiometric breakpoint as follows:













The difficulty is that this breakpoint is not the same as the E-Cal breakpoint because this measurement is effected by radiometric calibration errors and instrument noise.  Because of this it seems reasonable to conclude that the radiometric break point uncertainty is either the same as or is less accurate then our knowledge of the E-Cal break point.  In order to force the curve fits to intersect at the  previously provided (E-Cal) break point we cannot use the standard polynomial curve fit theory which independently fits data to two polynomials. A version of this theory is what is currently used in the N/N’ calibration software (implemented as a call to the PV-WAVE polynomial curve fit routine).


Instead what we need to do is curve fit to both the upper & lower curves at the same time and use the pre existing knowledge of the E-Cal breakpoint (in counts) to improve the curve fit. Instead of the four coefficients previously found (M1,M2,B1,B2) what we do is re-cast the equations to find the Y value of the breakpoint and the slopes of the two lines that must cross through this point i.e. into the three coefficients (M1,M2,b).
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Two linear fits



Fixed breakpoint fit





( M1X + B1



( M1(X-X0) + b




( M2X + B2



( M2(X-X0) + b




Dual Polynomial Least Squares Curve Fit:

We wish to take X,Y data and determine the least squares lines which best approximate the points and which also cross at the X value Xbreak. The equation to be fit is therefore:




X ( Xbreak



X ( Xbreak
Note that b is the same in both equations and that Xbreak is a pre-determined constant.

The error which we wish to minimize is




and this is minimized by setting the partials with respect to each coefficient to zero as follows:










If we divide by 2, consolidate the terms containing Yi , and shift them to one side of the equation we get 
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Which can be converted to matrix form as
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or in more compact matrix notation:  



  

This set of linear equations can then be solved for the linear coefficients via inverting the X matrix. The error in the coefficients
 is given by the square root
 of the diagonal elements of the inverse matrix X-1 i.e.












The goodness of fit of a curve like this can be measured via several statistical measures; first we define the following :


Curve Fit Approximation to y




Number of Coefficients (a’s)
m (for this model m=3)


Number of data points

n


Weighting for a point  
Wi  if noise is known @ each point, otherwise Wi=1

Mean value of y





The goodness of fit can be measured via several statistics i.e.

Fstatistic




( ∞ for a perfect fit

Note that F is best used for comparing two curve fits, i.e. linear vs. quadratic. The numerical value is not especially useful, only the value relative to another curve fit.

Fit Standard Error




( 0 for a perfect fit

Note that Se is the numerical value which represents the standard deviation of the data from the curve fit, i.e. the “typical” difference between the curve and the data.

DOF adjusted r2 



( 1 for a perfect fit

Note that Degree Of Freedom adjusted (DOF) r2 is best used for comparing two curve fits, i.e. linear vs. quadratic. The numerical value is between 0 and 1 but for “nice” data (low noise, good fit) the value is usually 0.9999.... to so many digits that it is not especially useful because the values are nearly identical. One could convert this to dB i.e.

 but the rounding error incurred in r2 is still there and its main usefulness is in showing qualitatively that the curve fit was really good.

APPENDIX C: Forcing a (Piecewise) Linear Regression to Pass Through (0,0)

A linear least squares fit passes the point (0,0) if the observational data are fit in to the equation:
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The error to be minimized is
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which reach its minimum when it partial derivative with respect to coefficient b is set to zero:
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thus:
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With the additional constraint of continuity at break point X=Xbreak, we wish to determine a piecewise linear least squares fit that can be mathematically posed as:
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The error to be minimized is
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which reach its minimum when their partial derivatives with respect to each coefficient are set to zero:
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These equations can be re-arranged as 
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and converted to matrix form as
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■
Note the


Discontinuity








�“Numerical Recipes in FORTRAN: The art of Scientific computing” 2nd Edition, 1992, Cambridge University Press,  by W. Press, S. Teukolsky, W. Vetterling, B. Flannery, Section 15.4 on General Least Squares





�”Uncertainty, Calibration and Probability: The statistics of scientific and industrial measurement” 2nd Edition, 1991, Adam Hilger Press, by C.F. Dietrich
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