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Aqua MODIS Orbit/Swath

(Sun-synchronous orbit)

From NASA Scientific Visualization Studio

Source: https://www.youtube.com/watch?v=d4QLDlAumOc

Satellite-based Remote Sensing



Passive and Active Sensors
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Spatial coverage of Active and Passive Sensors



Prior Work



How to leverage the high data quality of 

active sensors and the global spatial 

coverage of passive sensors so that we can 

retrieve high quality cloud properties 

globally?



Our Solution

End-to-end deep domain adaptation to learn domain 

invariant feature representation from multiple 

heterogeneous satellite remote sensing sensors

X. Huang, S. Ali, C. Wang, Z. Ning, S. Purushotham, J. Wang, Z. Zhang. Deep 

Domain Adaptation based Cloud Type Detection using Active and Passive Satellite 

Data, In Proceedings of the 2020 IEEE International Conference on Big Data 

(BigData 2020), pages 1330-1337, IEEE, 2020



Heterogeneous Data - Passive and Active Sensors

CALIOP Attributes VIIRS Attributes



Domain Adaptation



Domain Adaptation – Related Works

● Domain discrepancy reduction [Ben-David et. 

al, 2007]

● Instance re-weighting [Jiang and Zhai, 2007]

● Subspace alignment [Fernando et. al, 2013]

● Deep learning approaches [Ganin et. al, 2016, 

Tzeng et. al, 2015]
Subspace alignment

Distribution re-weighting

Deep domain adaptation



Problem Definition



s

Our Proposed Deep Domain Adaptation Models



Deep Domain Mapping

● Source domain data and target domain data are collocated 

● Transform the target domain into source domain feature space with 

L2 loss 



Correlation Alignment

● Correlation loss

○ Measure the distance between the second order statistics (covariances) 

of the source and target data

● Combine correlation loss with source classification loss 



Domain Adaptation 

with Weak Supervision

● Incorporate the weak label information from the target domain

● DAMA-WL: weakly supervised learning



Experiments

Dataset

● CALIOP: source domain, 31 features,  Active sensor, full label

● VIIRS: target domain, 26 features, passive sensor, no label or inaccurate label

Prediction tasks: Predict Cloud Types (Pixel_Label) 

Training data collocated for 4 Jan. months in 2013-16.

● Label Setting 1 (6 labels) : 5,633,322 train data points

○ Caliop label: Clear and Clean (no cloud, no aerosol) 2: Pure Liquid Cloud (no ice cloud, no 

aerosol) 3: Pure Ice cloud (no liquid cloud, no aerosol) 4: Pure cloud (have both ice and liquid 

clouds, no aerosol) 5: Pure aerosol (no cloud, aerosol only) 6: Cloud and aerosol

● Label Setting 2 (3 labels) : 4,711,554 train data points

○ Caliop label: Label 1, 2, 3 in Label setting 1 above

○ VIRRS label: weak/noisy label, 1 Clear Sky (no cloud), 2 Pure Liquid Cloud, and 3 

Pure Ice Cloud



Experiments

Class distribution against each cloud type (class) for the training and test VIIRS datasets 



Experiments

Comparison
● Non-domain adaptation (Single domain): Random Forests, Deep 

learning model (MLP) for VIIRS, Deep learning model (MLP) for 

CALIOP

● Domain adaptation (Multiple domains): Domain mapping only, 

Correlation Alignment Only, DAMA, DAMA-WL

Evaluation Metrics: Accuracy 



Results (Label 1 Setting)

DAMA outperforms the domain adaptation baselines by ~6% to ~40%



Results (Label 2 Setting)

DAMA-WL brings additional ~2% accuracy improvement compared to the DAMA



Visualizations of learned representations

We use t-SNE (t-Distributed Stochastic Neighbor Embedding) a 

non-linear dimensionality reduction technique to visualize the 

learned representations

Mixing of learned representations indicate success of domain 

adaptation



Original -> DDM



DDM -> Coral



Coral -> WL



Put it together: Original->DDM->Coral -> WL



Conclusions

● Utilizing data from multiple satellites jointly, we can achieve better information 

retrievals for targeted geophysics variables

● We proposed deep domain adaptation methods with heterogeneous domain 

mapping and correlation alignment to employ both active and passive sensing 

data in cloud type detection

● Future work will focus on predicting labels for off-track pixels by capturing 

spatial and temporal information from neighboring pixels
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Thank You!

Q &A
Contact: Sanjay Purushotham (psanjay@umbc.edu)

More info of our project 

at https://earthdata.nasa.gov/esds/competitive-

programs/access/ml-cloud-properties

https://earthdata.nasa.gov/esds/competitive-programs/access/ml-cloud-properties

